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INTRODUCTION & SUMMARY

A pilot program for Graduate Student Summer Support via the
AFOSR Summer Faculty Research Program (SFRP) was initiated by
contract modification on 26 March 1982. The program was developed
as an adjunct effort to the SFRP. Its purpose is to provide funds
for selected graduate students to work at an appropriate Air Force
Laboratory or Center with a supervising professor who holds a
concurrent SFRP appointment. Although only 16 positions were
budgeted, SCEEE appointed 17 graduate students who represented
fifteen (15) schools and ten (10) disciplines in science and
engineering.

To be eligible, all candidates had to be currently registered
in a graduate program. The graduate students were selected from the
fields of eungineering, computer science, mathematics, or the
physical sciences and were supervised by a faculty member who held
an appointment as a SCEEE Fellow for the summer of 1982 under the
Summer Faculty Research Program. The students were U.S. citizens,
working toward an appropriate graduate degree, and currently
enrolled in the graduate school at their respective institutions.

The graduate student researchers in this program had the
following specific obligations:

1) To participate in research under the direction of a Faculrty
Member at an Air Force Laboratory or Center;

2) To prepare a report at the end of the summer period
describing the summer research accomplishments. This
report will be approved by or co-authored with the
supervisiang faculty member;

3) To complete an evaluation questionnaire on the Grsiuate
Student Summer Support Program.

1982 GSSS Objectives were: (1) To provide a productive means
for a graduate student to participate in research under the
direction of a faculty member at an Air Force Laboratory or Center;
(2) To stimulate continuing professional association among graduate
students, their supervising professors, and professional peers in
the Air Force; (3) To further the research objectives of the Air
Force; (4) To enhance the research productivity and capabilities of
engineering and science graduate students.

Prerequisities For Appointments: To qualify as a Graduate
Researcher in the 1982 GSSS program, applicants must have been: (Il)
US citizens; (2) holdere of a BS of MS degree in an appropriate
technical specialty; (3) registered in a Graduate School working
toward an appropriate graduate degree; (4) willing to pursue their
summer research work uander the direction of a supervising professor
who holds an appointment under the SFRP for the summer of 1982,
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Research Period: The period of the student appointments was
for ten continuous weeks at the research site between May 15, 1982
and September 30, 1982. The students research period coincided with
the appointment period of the supervising professor with whom the
student worked.

Application Deadline: April 30, 1982

Financial Terms: The stipends for graduate student Researchers
in this program depend upon the student's degree status. They are:

$55.00 per day ($275 per week) for B.S. degree holders
$65.00 per day ($325 per week) for M.S. degree holders

Travel expenses were reimbursed to the student for round trip
travel between the Researcher's school location and the Air Force
facility in accordance with SCEEE travel policy.

A living expense allowance of $25.00 per day was paid for each
day the researcher spent at the Air Force Location.

SCEEE has received only positive responses regarding the
concept of the GSSS Program. A few issues of implementation have
been questioned, but they all relate to the late announcements of
the program, the late appointment dates, or facility limitations.

Evaluations have been requested of the Laboratory Contacts and
all have responded in writing or verbally, The common opinions
among government laboratory scientists, faculty, and students are:
that the program is a valuable addition to the Summer Faculty
Research Program; that the program should be enlarged and continued;
that students should be supervised by faculty researchers; that the
students are highly motivated and coantribute significantly to the
research effort; that exposure to USAF R&D produces a positive

student opinion of the USAF. This report contains detailed and
summarized data relevant to the 1982 Graduate Student Summer Support
Program.

The following are GSSS comments by Laboratory Representatives:

(1) We are profiting from the 1982 Graduate Student Summer

Support Program, I highly encourage the continuation of this
program in the future. The graduate student working for us was
from a different university than our SFRP appointee this summer. 1

suspect that we would get the maximum benefit from the graduate
student program in the future, if the student and professor were
from the same organization or have a close tie. (For example, a
professor from Harvard may know a student from MIT, or may have had
the student as an wundergraduate.) There may even be some
consideration given to having a laboratory prioritize the professors

-3~
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based on the availibility of graduate students to accompany him.
There might be a way to indicate the availability of accompanying
graduate students on the application blank for the 1983 AFOSR/SFRP.

(2) 1t would be desirable, during the SFRP selection process,
to know which SFRP applicants wished to bring students to the
laboratories. In this way the research topics to be addressed could
be matched more closely to the professor/student combinations and
the unique capabilities they would bring to the laboratories as a
research team.

Graduate students thesis or dissertation topics oftimes
require unique facilities which may not be available at their
universities but which may be available at Government laboratories.
The GSSSP could provide an opportunity for graduate students to use
Government facilities during the summer months under the guidance of
SFRP professors. To this end, however, it would be useful if the
brochure for the SFRP/GSSSP included mention of wunique or
specialized research facilities available at laboratories along with
research opportunities.

The laboratory experience thus far with the GSSSP is very
favorable and we strongly encourage its continuation. The GSSSP
provides graduate 1level students with exposure to AF research
interests and also provides the AF with an excellent source for
future recruitment.

(3) The newly initiated pilot program sponsored by AFOSR
labeled "Graduate Student Summer Support Program' has proved quite
beneficial in our Laboratory. The three advisors within the
Materials Laboratory all enthusiastically support this program.
They feel it is beneficial both to the student and the Laboratory
and recommend that it be continued and at an increased level, if
possible. One advisor stated a student may use work in this
Laboratory as a possible thesis project, The key ingredient to a
successful program seems to be a good mesh between the Summer
Faculty Researcher and the Graduate Student.

(4) Our Laboratory has determined, through participation in
the pilot program, that the AFOSR Graduate Student Summer Program is
an excellent idea which, has worked very well for us duriang the first
year. This program makes sense with respect to supporting the
natural professor/student relationghip which is the basis of all of
our university research efforts, Because of the professor/student
crelationship, the background of the student will be appropriate to
the task of the research associate professor while the student gains
valuable experience. It is possible that research conducted during
the summer could lead to a possible thesis topic that may be of
potential benefit to the AFOSR. In conclusion, it was suggested
that it may be beneficial to the AFOSR to consider funding for
Graduate Student Support on a project funded under the Mini-grant
Program, especially if this is a follow-on to a Summer
Faculty/Graduate Student effort. We are extremely pleased with this
new program and are already anticipating the possibility of even
more students next summer.
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I. GRADUATE STUDENT RESEARCHER OBLIGATIONS

SCEEE 1s required by contract to impose certain obligations on you in
your status as a Graduate Student Researcher. This section outlines those
obligations, and you should read them thoroughly. You are required to sign
and return the statement of understanding before the final processing of your
appointment can be completed. The following is a list of these obligations:

l.

Research Goals and Objectives: A statement of research objectives
must be provided to SCEEE near the beginning of the Summer Research
period. It should outline your goals and the approach you intend to
follow in researching these goals. It should be submitted with your
first invoice for payment. Neither travel expenses nor expense
allowances will be reimbursed until after veceipt of your statement
of research objectives. The report should also clearly indicate the
date of your first working day of the summer research period.

Final Report: At the eand of your summer research effort, you are
required to submit to SCEEE a completed, typewritten scientific
report stating the objective of the research effort, the approach

taken, results, and recommendations. Information on the required
format 1s 1included in the '"FINAL REPORT INFORMATION BULLETIN"
enclosed with this packet. However, the final report must be

approved by your SFRP Supervising Faculty Member and then transmitted
so as to veach SCEEE by Monday September 20, 1962. Payment of
""Compensation” for the final four weeks of your ten-week research
period cannot be made until SCEEE has received and approved this
report in the required format.

Program Critique: You will be asked to complete a critique form at
the end of your research period regarding your impressions of the
program. This critique form should be comple-ed and returned to
SCEEE by September 30, 1982. Return cf this form ,is a program

requirement.




U.S. Air Force-SCEEE Graduate Student Researcher Relationship:

The U.S. Air Force and SCEEE understand and agree that the services
to be delivered by the SCEEE Graduate Student Researcher under this
contract will be non-personal services and the parties recognize and
agree that no employer-employee or master-servant relationships will
exist between the U.S. Air Force and the SCEEE Researcher.
Non-personal services are defined as work performed by an individual
who is responsible for an end item (such as a report), free of
supervision of the U.S. Air Force and free of an employer-employee
relationship.

As a SCEEE Grajuate Student Researcher, you will not:

(a) Be placed in a position where you are appointed or employed by
a Federal Officer or are under the supervision, direction, or
evaluation of a Federal Officer, military or civilian.

(b) Be placed in a staff or policy-making position.

(c) Be placed in a position of command, supervision, administra-
tion, or control over Air Force military or civilian personnel
or personnel of other contractors or become a part of the U. S.
Air Force organization.

The sgervices to be performed under the GSSS Program do not
require SCEEE or the SCEEE Researcher to exercise personal judgement
and discretion on behalf of the U.S. Air Force; rather, the SCEEE
Researchers will act and exercise personal judgement and discretion
in coordination with their SFRP Supervising Faculty Member on their
research programs on the GSSS Program conducted by SCEEE.

The Air Force will have unrestricted use of and access to all data

developed during the period of this appointment.




11. ALLOWABLE TRAVEL EXPENSES

The GSSS Program provides potential funding for one round trip between your
home and your assigned research location. As soon as you have signed and
returned your appointment letter along with the budget sheet, you will be
authorized to receive reimbursement for travel expenses as described below.

As outlined in the SCEEE (raduate Student Researcher Obligations section in
this brochure, you are authorized reimbursement for travel to your assigned
research location at the start of your summer effort and a return trip at the
end of the summer research period. You are expected to make your own
arrangements for this travel; after each trip you may invoice SCEEE for
reimbursement of allowable expenses in the format described in the
Instructions for Invoicing for Compensation and Reimbursement section of this
brochure. Closely coordinate your travel plans with your SFRP SUPERVISING
FACULTY MEMBER.

Aill travel reimbursements under SCEEE GSSS appointments are made according to
current SCEEE policy, and deviations from the approved budget are not
authorized and will not be reimbursed. In light of these restrictions, vou
may choose either to travel by commercial airline at coach rates or less, by
bus, by driving your private auto, vr by a combination. (Please note that
funding for rental cars is not allowed; SCEEE will not reimburse this expense.
With any of these choices you may claim reimbursement up to the amount for the
most direct routing, taking into the account the desirability of routing on
interstate highways if you drive your private auto.

Reimbursement for direct route travel by commercial airline will thus be paid
on your submission of an invoice to SCEEE following the invoicing instructions
referenced above. In the view of the convenience of having a car at the
research location, SCEEE strongly recommends that a private auto be used for
travel when gractical. Reimbursement for mileage when you drive your private
auto is at the rate of 204 per mile within the routing restrictions mentioned
above and will likewise be paid on submission of an invoice prepared according
to the referenced instructions. These reimbursements cannot be extended to
cover travel by your family if they accompany you.

During the ten week Summer Research period, you will be authorized to receive
an expense allowance in lieu of a per diem payment. The rate of this allow
ance is $25 per day for a maximum of 70 days. To receive this allowance, you
are required to invoice for it as described in the invoicing reference above.

These items above are the only reimbursahle travel allowances authorized for
the GSSS appointment. Please be advised that any additional travel expenses
incurred during the appointment peviod will be your personal responsibility.




I11. INSTRUCTIONS FOR INVOICING FOR COMPENSATION AND REIMBURSEMENT

Attached is a copy of the Invoice Format that you are required to use to
obtain compensation or reimbursement from SCEEE. Note that all disbursements
by SCEEE for compensation, travel, and/or other expenses are subject to audit
approval, so you must submit receipts substantiating charges iavoiced.

In addition, you must prepare and attached to each completed invoice a Brief
Report of Effort.

A. PREPARATION OF BRIEF REPORT OF EFFORT

Whenever you submit an Invoice for reimbursement to SCEEE you must also in-
clude a brief report describing your activities for the invoice period. To
meet this obligation, you must prepare, date, sign, and attach to your com—
pleted invoice a Brief Report of Effort describing the research accomplished
on the appointment and explain any travel during the invoice period.

This report should include innovative techniques and designs or discoveries
which may be disclosed as patents. Rights to any inventions or discoveries
shall reside with SCEEE unless determined otherwise by the contracting agency.

The Brief report should never exceed one typewritten page and most often
should be considerably shorter than one page.

The following is an example of such a report:

BRIEF REPORT OF EFFORT

Effort has been initiated on pole extraction methods. The modified
ordinary least squares technique has been giving fair results. Work
is presently being done on finding a better matrix inversion tech-
nique for the case when the coefficient matrix is ill-conditioned.
Some problems have been encountered with conditioning when the data
is filtered.

Travel invoice is for the trip to my research location,

June, 16, 1982

-9-




B. PREPARATION OF INVOICE FORMAT

Detailed instructions on properly completing your Invoice Format for
reimbursement are provided below. Review them carefully.

(1) In the opening statement of the claim for remuneration on the invoice
format, two dates are required. They are the date of your appointment
letter from SCEEE (in the first blank) and the date you signed that
letter accepting your appointment (in the second blank).

Other financial items required on the Invoice Format are for
COMPENSATION, TRAVEL, EXPENSE ALLOWANCE. These are now explained individually
with examples.

(2) COMPENSATION

(a) In the first blank to the right of COMPENSATION indicate the number
of days you are claiming for compensation in this particular
invoice.

(b) In the next blank enter your SCEEE Researcher daily appointment
rate of $55.00 or $65.00 as noted in your appointment letter.

(c¢) Multiply the number of days times your appointment rate and enter
the total dollar amount in the blank at the far right side. Note
that the accumulated total number of days you claim on this
appointment may not exceed the number authorized in your appointment
letter. Some specific details on the compensation days must be
provided in the next space,

(d) Under the heading Date, list the date of each of the days you are
claiming for compensation, and opposite each date under the heading
Place of Activity indicate where you worked on that date.

A sample entry of a correctly completed COMPENSATION item is shown
below:

SAMPLE COMPENSATION ENTRY ON INVOICE

COMPENSATION: ( 10 days @ $65.00 per day)....... $_ 650.00 (II)

Date (Specify exact dates) Place of Activity

June 3,4 1982 AFAPL/POD High Power Lab

June 7-11, 1982 (inclusive) WPAFB Computer Center

June 14, 15, 16, 1982 AFAPL/POD High Power Lab
-10-




(3) TRAVEL

(a)

(b)

(e)
(d)

(e)

(f)

An example

Under the heading Date indicate the date you departed on your trip
and the date you arrived at your destination.

Under the heading Departure/Arrival Time list the departure and
arrival times for the corresponding days you listed under Date.

List your destination under the heading Destination.

Under the heading Mode, indicate your principal means of convey~
ance; i.e., commercial air, private auto, etc.

Under the heading Amount, itemize these expenditures for
travel reimbursement.

Total these travel items and enter the total dollar amount to be
reimbursed for travel in this particular submission on the

line to the right of Total Travel Expense.

of a correctly completed TRAVEL entry is shown below.

TRAVEL. EXAMPLE: TRAVEL TO RESEARCH LOCATION BY PRIVATE AUTQ

Ohio,

TRAVEL: (Attach receipts for all Airline or Bus charges. Payment

Date Departure/Arrival Time Destination Mode Amount
5/27-6/2/82 0630/1530 Wright-Patterson Private $480.00
AFB, Ohio Auto

One-way trip from home in Eugene, Oregon to Wright-Patterson AFB,

Total Travel EXpense .....cceecerornvsnssnsnnnsssensse $ 480.00 (IIT)

cannot be made without receipts attached to invoice.)

(2400 mi x 20¢/mi= $480.00)
(mileage at start: 24162; at end: 26562)

Please note the following comments about the TRAVEL EXAMPLE:

i) Travel by your private auto in lieu of a commercial airline is
authorized as a convenience to the traveler.

ii) Travel with use of a privately-owned vehicle will be reimbursed
at the rate of 20¢ per mile provided mileage is listed with the
start and end mileage on each separate use for all distances
over 100 miles.

11~




(4) EXPENSE ALLOWANCE

This item on the invoice will be used to claim the $25 per day for
reimbursement of costs incurred at your assigned research location.

(a) In the first blank to the right of EXPENSE ALLOWANCE enter the number
of days for which you are claiming reimbursement of the expense
allowance for costs incurred at your assigned research location.

(b

—

Multiply this number by the daily allowance rate of $25.00 and enter
this total dollar amount in the blank at the far right.

(c) Itemize the days for which you are claiming the Expense Allowance
reimbursement. It can include weekend days and holidays as well as
regular work days,

The following is a sample of a correctly completed EXPENSE ALLOWANCE item.

SAMPLE

EXPENSE ALLOWANCE: (_14 days @ $25.00/day)........ $_ 350.00 (1V)

Specific dates covered:
7/3/82 - 7/16/82 (inclusive)

(5) You may combine reimbursement requests for compensation, travel, and
expense allowance in the same invoice. The total for all items

invoiced should be indicated on the blank labeled '"GRAND TOTAL FOR
INVOICE” in the lower right hand side of line S.

(6) IMPORTANT: Indicate in the space provided on each invoice the address to
which you want the check mailed.

(7) You must sign and date your invoice in the lower right hand corner as
"VENDOR" before it is submitted; you MUST also have your Summer Faculty

Research Program (SFRP) Supervising Faculty Member countersign the invoice
before it is mailed to SCEEE.

Invoices should be mailed to:

GSSS PROGRAM OFFICE
SCEEE Central Florida Facility
1101 Massachusetts Avenue
St. Cloud, Florida 32769

-12~
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GRADUATE STUDENT SUMMER SUPPORT PROGRAM
INVOICE FORMAT

(Brief Report of Effort Attached)

I claim remuneration from SCEEE, Inc. via the terms and conditions of the agreement
dated and accepted as follows:

COMPENSATION: ( days @ § Per day).cieceenccnnnacsnss$ (11)

Date (Specify exact dates) Place of Activity

TRAVEL: (Attach receipts for all Airline or Bus charges. Payment
cannot be made without receipts attached to invoice.)

Date Departure/Arrival Time Destination Mode Amount
Total Travel Expense .....c.viivivinnnasnanns Ceresearaenae $ (I11)
EXPENSE ALLOWANCE: ( days @ $25.00/day,...... esessensacses § (1v)

Specific dates covered:

GRAND TOTAL FOR INVOICE (Sum of II, III, IV above).cicisewseoees $ (v)

Please send check to following address:

I certify that compensation invoice is not concurrent with compensation received
from other Federal government projects, grants, contracts, or employment.

xSFRP SUPERVISING FACULTY SIGNATURE xVENDOR SIGNATURE
Location of Faculty Social Sec. No.
Telephone Telephone

Date Date

-13~




GRADUATE STUDENT'S QUESTIONNAIRE & SUMMARY




1982 USAF/SCEEE GRADUATE STUDENT SUMMER SUPPORT PROGRAM
EVALUATION QUESTIONNAIRE
(TO BE OOMPLETED BY GRADUATE STUDENT PARTICIPANT)

Name Title
Dept. (at home) Home Institution
Summer Supervising Professor
Research Colleague(s)
Laboratory Address of Colleague(s)
Brief Title of Research Topic

A. TECHNICAL ASPECTS

1. Was the offer of research assignment within your field of ocompetency
and/or interest? YES NO .

2. Was the work challenqing? YES NO . If no, what would have make it so? _

3. Were your relations with your Supervising Professor and research colleague satisfactory
from a technical point of view? YES NO . If no, why?

4. Suggestions for improvement of relationship(s).

5. Considering the circumstances of a summer program, were you afforded adeguate facilities
and support? YES NO . If no, what did you need and why was it not provided?

6. Considering the calendar "window" of ten weeks being limited by varying oollege
and university schedules, please comment on the program length.

Did you accomplish: more than , less than , about what you expected ?

7. Do you feel the Graduate Student appointment should continue to require affiliation
with a Summer Research Faculty Member? YES NO .

8. Were you asked to present seminars on your work and/or your basic expertise?

YES __NO . Please list number, dates, approximate attendance, length of seminars,
title of presentations (use reverse side if necessary.)

-14-
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GRADUATE STUDENT QUESTIONNAIRE (Page 2 of 3)

9. Were you asked to participate in reqular meetings in your laboratory? YES NO .
If yes, approximately how often? .

10. Other comments concerning any "extra® activities.

11. On a scale of A to D, how would you rate this program? (A high, D low)

Technically challenging

Future research opportunity

Professional association

Enhancement of my academic qualifications
Enhancement of my research qualifications
Overall value

P> o> p
D wwow W
GOO0O00OO0n
OODUDUODU

B. ADMINISTRATIVE ASPECTS

1. How did you first hear of this program?

2. Wwhat aspect of the program was the most decisive in causing you to apply?

3. How do you rate the stipend level? Meager Adequate Generous .

4. Please give information on housing: Did you reside in VOQ__ , apartment ,
other (specify) - ? Name and address of apartment complex and manager's name,

5. Would you encourage or discourage expansion of the Student Program?
why?

6. Considering the many-faceted aspects of administration of a program of this
magnitude, how do you rate the overall conduct of this program?
Poor_ Fair Good _ Excellent « Please add any additional comments.

e ———————
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GRADUATE STUDENT QUESTIONNAIRE (Page 3 of 3)

7. Please comment on what, in your opinion, are:

a. Strong points of the program:

QUESTUDNT. 3

b. Weak points of the program:

8. On balance, do you feel this has been a fruitful,

YES NO .

9. Other remarks:

worthwhile, constructive experience?

THANK YOU

-16-




11.

QUESTIONNAIRE EVALUATION SUMMARY

TECHNICAL ASPECTS

Assignment in field of competency and/or interest? Yes - 17 No - 0

Work Challenging? Yes - 16 No - 1

Relations with Professor and Colleague satisfactory? Yes ~ 16 No - 1

If no, why? Poor communication stemming from personality clash.

Suggestions for improvement? Professor and Graduate Student should be
closely associated; a few more informal discussions with USAF people were
needed; student needs to be more involved with USAF people; the Air Force was
not gware of the guidelines of my status with SCEEE; better briefings are
needed prior to beginning the research work; close association with professor
is essential,

Afforded adequate facilities? Yes -~ 17 No - 0

Accomplishment in ten weeks? More than expected - 4 Less than expected - 6
About what expected ~ 7

Should Graduate Student appointment continue to require affiliation with

faculty member? Yes - 12 No - 5

Asked to present seminars? Yes ~ 2 SNo - 15

Asked to participate in meetings? Yes - 7 No - 10

Other comments on extra activities? It is helpful to talk to other chemists;
had good opportunity to visit related USAF activities; several tours were
organized to acquaint us with AFESC facilities; we were also able to attend
lectures concerning curreat projects underway; the chance to observe other
engineering techniques at the Avionics Lab was excellent; had the opportun-
ity to meet several government scientists, needed travel funds to other AF
locations, I was invited to attend siminars at RADC.

Technically Challenging? A-10B-6 C-1 D~0
Future Research Opportunity? A-10B-4 C-1 D~2
Professional Association? A-10B-5 C~-1 D-~-1
Enhancement of my academic qualifications? A - 7B-8 C-1 D-1
Enhancement of my research qualifications? A - 9B-8 C-0 D~0
Overall value? A- 9B-7 ¢C-1 D-~-0
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Graduate Student Summary
Page Two

B. ADMINISTRATIVE ASPECTS

1. First hear about program? Through local faculty; through faculty at the Univer-
sity of Dayton; Bulletin Board at Chemistry Department; from my advisor; from my
supervising professor; by university faculty member; fellow student at Penn State;
asked by research faculty member to join him; asked a university professor about
some possible summer work so he informed me about this program.

2. Decisive aspect of application? Needed summer work; financial consideration;
research experience gained; opportunity to work on topic of interest; opportunity
to work at government research labs; working with my advisor on a real world
problem; professor asked me to go so I went; to get engineering experience; the
pay and the location; the fact that 1 was going to be at WPAFB whether I was a
Graduate Fellow or not; opportunity to work with professionals and enhance my
research skills; tough for student researchers to {ind work in their field - this
was such a job; offered the opportunity to work full-time without the usual
university interruptions and on a one-to-one basis with my advisor; monetary and
future references; a chance to do some research and become familiar with the
workings of the Air Force.

3. Stipend level? Meager -1 Adequate - 9 Generous - 7

4. Housing information? VOQ - 4 Apartment - 3 Other - 10

5. Encourage or Discourage expansion of Student program? Encourage - 17
Discourage - 0

6. Program administration overall rating? Poor - 0 Fair - 2 Good - 9
Excellent - 6

7. A. Strong Points of Program? Good research experience for student as well as
developing good relations with Air Force - I've become much more aware of the
opportunities within the government; research opportunity in field of interest and
good salary; 1) well organized 2) strong colleague interest and support 3) excel-
lent laboratory assistance; experience in lab setting and monetary benefits are
the strongest points -~ students need both; opportunity to dive head-long into a
problem with the individual attention from a faculty member; the availabilty of
Air Force resources; excellent alternative to teaching summer courses; freedom
left to Graduate Student to research a topic worthwhile to himself and his
colleagues; Graduate Student support makes SFRP more effective.

B. Weak Points of Program? Requiring faculty sponsorship; minimal
connection of Graduate Student with f{aculty member and payment time lag between
submitted invoice to check arrival; not enough time allowed; short length of
program; lack of opportunity for continuation; excessive paper work, rules and
regulations; conflicts arose with our Air Force research colleagues concerning the
access of information, many valuable publications were not made available to us until
the end of our 10 week stay; Graduate Students style is cramped by having to work for
faculty; Graduate Student final report; not knowing in the beginning what living and
working conditions would be; difficulty in surviving financially; It would be more
convenient for Graduate Student to know what summer program they were involved with
sooner,

8. Has this been a fruitful, worthwhile, constructive experience? Yes - 17 No -0
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1982 USAF/SCEEE GRADUATE STUDENT SUMMER SUPPORT PROGRAM

Conducted by
SOUTHEASTERN CENTER FOR ELECTRICAL ENGINEERING EDUCATION, INC.

PROGRAM STATISTICS

1. Number of Air Force Installations (Laboratories/Centers) - 10

2. Applications Received (First Choice as Follows) - 38

APL (W-PAFB) -3 GL (Hanscom) -1
AMRL (W-PAFB) -7 HRL/FTD (Williams) -1
AD (Eglin) -1 LMC (Gunter) -1
AL (W-PAFB) -2 ML (W-PAFB) -8
BRMC (W-PAFB) -1 RADC (Griffiss) -4
ESC (Tyndall) -1 SAM (Brooks) -2
FJSRL (USAFA) -1 WL (Kirtland) -4
Unknown - |}

3. Number of Participants - 17
Number holding Masters Degree - 1
Number holding Bachelors Degree - 16

4, Average Age of Participants - 24.4 years

5. Distribution of Participants Location
APL (W-PAFB) -2 FJSRL (USAFA) -1
AMRL (W-PAFB) -3 GL (Hanscom) -1
AD (Eglin) -1 ML (W-PAFB) -3
AL (W~PAFB) -1 RADC (Griffiss) -3
ESC (Tyndall) -1 WL (Kirtland) -1

6. Disciplines Represented - 9
Chemical Engineering -1 Industrial Engineering - 2
Chemistry -2 Mathematics -1
Civil Engineering -1 Mechanical Engineering - 1
Computer Science -1 Physics -4
Electrical Engineering - &
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PROGRAM STATISTICS - PAGE TWO

Number of Colleges/Universities Represented - 15

Boston University

Carnegie Mellon University
Colorado State University
Dayton, University of (2)
Florida, University of
Kansas, University of

Kent State University
Kentucky, University of

Number of States/US Territories Represented

Colorado
Florida
Indiana
Kansas
Kentucky
Massachusetts

20-

Missouri/Rolla, University of
New Mexico, University of
Oklahoma, University of
Pennsylvania State University (2)
South Florida, University of
Wright State Unviersity
Wittenberg University

- 11

Missouri

New Mexico
Ohio
Oklahoma
Peansylvania
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LIST OF GRADUATE STUDENTS Page |

NAME /ADDRESS

Robin Archer

University of Dayton

Chemical Engineering Department
Dayton, OH 45469

(513) 229-6227

James Bogan

Colorado State University
Physics Department

Ft. Collins, CO 80523
(303) 491-7723

Mary Doddy

Univeristy of Dayton

Mechanical Engineering Department
Dayton, OH 45469

(513) 229-2238

Brenda Evans

Wright State University
Chemistry Department
Dayton, OH 45435

(313) 873-2855

Dorothy Fitzgerald
Boston University
College of Engineering
Boston, MA 02215
(17> 353-2823

Jeffery Harpster

Penn State University

Industrial Engineering Department
I'n‘versity Park, PA 16802

(8l4) 865-7601

David [srael

imiversity of Florida

Civil Engineering NDepartment
Galnesville, FL 132601

(904) 392-09133

Jeffrey Kallman

Carnegie-Mellon University
Electrical Engineering Department
Pittsburgh, PA 15213

(412) 578-3030

DEGREE, SPECIALTY, LABORATORY
ASSIGNED

Degree: B.S. in Chemical Engineering
1982
Specialty: Biomedical Engineering

Assigned: APL

Degree: B.S. in Physics, 1975
Specialty: Ring Laser & Dye Laser Amp.

Assigned: FJSRL

Degree: B.E. in Mechanical Engineering,
1980
Specialty: Mechanical Engineering (Design
& Materials)

Assigned: AMRL

Degree: B8.S. Ed. Biology, Chemistry,
Physical Science, 1981
Specialty: Organic and Polymer Chemistry

Assigned: ML

Degree: B.S. in Geology, 1977
Specialty: Computer Science

Assigned: AD

Degree: B.S. in Tndustrial Engineering,
1982

Specialty: Ergonomics Engineering

Assigned: AMRL

Degree: B.S. in Civil Engineering, 1982
Specialty: Geotechnical Engineering

Assigned: ESC

Degree: M.S. in Electrical Engineering,
1981
Specialty: Biological Control Threory

Assigned: AMRL
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LIST OF GRADUATE STUDENTS

NAME /ADDRESS

James Kempton
Wittenberg University
Physics Department
Springfield, OH 45504
(513) 323-6600

Tim Krimm

University of Kentucky

Electrical Engineering Department
Lexington, KY 40515

(606) 272-3802

John Newman

University of New Mexico
Physical Chemistry Department
Albuquerque, NM 87123

(505) 296-7674

Craig A. Paul

Kansas University

Computer Science Department
Lawrence, KS 66045

(913) 864-4832

Gregory Punkar

Kent State University
Physics Department
Kent, OH 44242

(216) 672-2880

Jeffrey Swindle

University of Missouri-Rolla
Electrical Engineering Department
Rolla, MO 65401

(314) 364-4180

Rodney Wetterskog
University of Oklahoma
Physics Department
Norman, OK 73019

(405) 325-3961
Kevin Wilson Degree: B.S. in Engineering
University of South Florida Specialty: Microelectronics~Experimental
Electrical Engineering Department and Theoretical
Tampa, FL 33620 Assigned: RADC/Griffiss
(813) 974-2582 ext. 285
-22-
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Page 2

DEGREE, SPECIALTY, LABORATORY

ASSIGNED
Degree: B.A. in Physics, 1982
Specialty: Solid State Physics

Assigned: AL

Degree: B.S. in Electrical Engineering,
1982

Specialty: Electromechanics

Assigned: APL

Degree: B.S. in Chemistry

Specialty: Physical Chemistry

Assigned: WL

Degree: B.S. in Computer Science, 1980
Specialty: Computer Science

Assigned: RADC/Griffiss

Degree: B.S. in Physics, 98]
Specialty: Physics

Assigned: ML

Degree: B.S. in Electrical Engineering,
1981

Specialty: Optics

Assigned: RADC/Griffiss

Degree: B.S. in Physics, 1981

Specialty: Atomic and Molecular Physics

Assigned: GL




LIST OF GRADUATE STUDENTS Page 3

NAME /ADDRESS DEGREE, SPECIALTY, LABORATORY

ASSIGNED
Brian Wood Degree: B.S. in Industrial Engineering,
Pennsylvania State University 1982
Industrial Engineering Department Specialty: Industrial Engineering
State College, PA 16801 Assigned: ML

(814) 234-8168
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PARTICIPANT LABORATORY ASSIGNMENT
1982 USAF/SCEEE GRADUATE STUDENT SUMMER SUPPORT PROGRAM

AERO PROPULSION LABORATORY
(Wright-Patterson Air Force Base)
1. Ms. Robin Archer ~ University of Dayton
2, Mr. Tim Krimm - University of Kentucky

AEROSPACE MEDICAL RESEARCH LABORATORY
(Wright-Patterson Air Force Base)
1. Ms. Mary Doddy ~ University of Dayton
2, Mr. Jeffrey Harpster - Pennsylvania State University
3. Mr. Jeffrey Kallman - Carnegie-Mellon Unviversity

ARMAMENT DIVISION
(BEglin Air Force Base)
1. Ms, Dorothy Fitzgerald - Boston University

AVIONICS LABORATORY
(Wright-Patterson Air Force Base)
1. Mr. James Kempton - Wittenberg University

ENGINEERING & SERVICES CENTER
(Tyndall Air Force Base)
1. Mr. David Israel ~ University of Florida

FRANK J. SEILEER RESEARCH LABORATORY
(USAF Academy)
1. Mr. James Bogan - Colorado State University

GBOPHYSICS LABORATORY
(Hanscom Air Force Base)
1. Mr. Rodney Wetterskog -~ University of Oklahoma

MATERIALS LABORATORY
{(Wright-Patterson Air Force Base)
1. Ms, Brenda Evans - Wright State University
2. Mr. Gregory Punkar - Kent State University
3. Mr. Brian Wood - Pennsylvania State University

ROME AIR DEVELOPMENT CENTER
(Griffiss Air Force Base)
1. Mr, Craig Paul - Ransas University
2. Mr. Jeffrey Swindle - University of Missouri/Rolla
3. Mr. Revin Wilson - University of South Florida

WEAPONS LABORATORY

(Kirtland Air Force Base)
1. Mr. John Newman ~ University of New Mexico
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APPENDIX [I

1. Listing of Research Reports Submitted in the
1982 Summer Faculty Research Program

2. Abstracts of the 1982 Associate's Research Reports
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Volume I
Report
_Number

1

i~

10

RESEARCH REPORTS

1982 GRADUATE STUDENT SUMMER SUPPORT PROGRAM

Conceptualization of the
Dynamic Behavior of the
Flow-Field in APL Combustor

Technology Development for the
Study of Laser Damage in
Plastics

A Dynamic Model of Acceleration
Stress Protection in the
Human Aircrew Member

Synthesis of Acetylene
Terminated Sulfone (ATS)
Candidates

Improvement in the Numeric
Solution of Aerodynamic
Equations

Modeling of Active neuromusculature
Response to Mechantcal Stress

Static and Dynamic Response
of Aircraft Shelters

frials and Tribulations at
the Helmet Mounted
Oculomotor Facility

Oxygen Implantation of
Gallium Arsenide

tlectrically Comprusated
Constant Speed Drive

Graduate Researcher

Robin S. Archer

James R. Bogan

Mary Doddy

Brenda G. Evans

Dorothy A. FitzGerald

Jeffrey L. Harpster

David L.

Israel

Jeffrey S. Kallman

James R. Kempton

Tim W. Krimm




Volume I
Report
_Number _ Title Graduate Researcher

11 Photoionization of Iodine J. Kent Newman
Molecules and Clusters
in a Supersonic Molecular
Beam

12 A Simplified Users Guide for Craig A. Paul
the ICSSM Communications
Package

13 A Model for Pulsed Laser Gregory D. Punkar
Annealing of Silicon

14 Analysis and Modeling of a Jeffrey M. Swindle
Real-Time Holography
System

15 fhe Measurement of Ion-Molecule Rodney E. Wetterskog
Reaction Rate Coefficients

16 Analysis and Comments on the Kevin Wilson
Theory of the Capacitance-
Ratio Test

17 The Manufacturing Control Brian 0. Wood
Language for Robotic Work
Cell

-26~




CONCEPTUALIZATION OF THE DYNAMIC BEHAVIOR OF THE FLOW-FIELD IN
THE APL COMBUSTOR

by
Sarwan S. Sandhu and Robin S. Archer

ABSTRACT

Results of a brief iavestigation of the dynamic behavior of 2
bluff-body stabilized diffusion flame are presented fur air and fuel
flow rates of lkg/s and bkg/hr, respectively. A cime film, acquired at
4000 frames/s, of the reacting flow field near the bluff-body was
analyzed with regard to time variant interaction between the annulus air
stream and the flame stabilizing recirculation zone. Air vortices
generated from the shear layer of the air stream appear to interact with
the recirculating zone while growing as they move downstream, Estimated
air vortex average axial a2and rotational velocities are 22.8 m/s and
548.9 rad/s, respectively. Estimated peripheral average angular
velocity of reactive fluid recirculating zouwe is 506.5 rad/s. Fluid,
made visible by dispersed reacting and emitting relatively "small" sized
gaseous pockets, appears to move upstream in & core about the centerline
towards the recirculating spatial region, Reacting fluid, made visible
by light emission, appears to be peeled off the recirculating reactive

zone in the form of -cylindrical shells with irregular boundaries at

quasi-periodic intervals, Ratio of air vortex to flame turbule

frequency at an axial dimensionless location of 0.68 is about 2/1.
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TECHNOLOGY DFVELOPMENT FOR THE STUDY OF LASER DAMAGE IN PLASTICS

by

James R. Bogan

Abstract

Certain transparent plastic materials have exhibited laser damage
thresholds comparable to conventional optical materials such as
glass. To ascertain the phvsical properties of these materials which
enhance their resistance to pulsed laser beam damage, several
experiments were initiated with laser pulses which will repeatablv
produce damage. Finally, the construction, alignment, and testing of
a nitric oxide Raman cell wavelength shifter is described. This
device is used in conjunction with a Q-switched Nd:Glass laser
system, to derive high peak power infrared 1light pulses of
wavelengths of 1.315 microns, as well as 1.06 microns for the study

of laser damage in plastics.
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A DYNAMIC MODEL OF ACCELERATION STRESS PROTECTION

IN THE HUMAN AIRCREW MEMBER

by
Patrick J. Sweeney, Ph.D., P.E.

Mary Doddy, M.S.

ABSTRACT

Tnis dynamic sirmlation computer model demonstrates the affects
of G-forces upon the eyeball pressure of the aircrew member in various
G-force environments. The stress relieving affects of CG-suits and air-
crew straining (M-1 and L-1 mancuvers) are dramatically depicted. The
changes in the straining maneuver programs are evident in eyeball pres-
cure and energy drain on the aircrew members. Further rescarch in this
area will undoubtedly result in improved aircrew performance in high

and varying G-force enviroaments.
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SYNTHESIS OF ACETYLENE TERMINATED

SULFONE (ATS) CANDIDATES

by
James J. Kane
and
Brenda G. Evans
ABSTRACT
Certain acetylene terminated sulfone {ATS) systems are of interest
as possible replacements for epoxy resins. The beneficial feature which
the ATS systems are expected to offeris their insensitivity to moisture.
Reaction schemes for their synthesis are outlined and discussed. Fin-
ally, the synthesis of certain of the intermediates required for the
ATS candidates are reported and discussed and recommendations for fut-

ure work in this area are presented.




IUPROVELGELT IM THE NULEBIC SQLUTION OF AERODYLANIC EQUATIQNS
by
Dorothy A. FitzGerald
Luigi Horino

HBSTRACT

An inprovement is nade in the algcrithm for the time-
comain integration of the potential aerodynamic eqguations.
The rew methoa of sclution is consicerably faster than the
old one (which is already about one order of magnitude
faster than the only competitcr) and the recults indicate
that considerable additioneal savings can be achieved,
especially if perallel procecsing is utilized. It was noted
that with the eabove changes, the solution of the cteady
state problem using & time domain transient enalysis can be
faster than by direct Gaussian c¢limination of the steady
state eguation. An attempt is made to extend the same idec

to oscillatory flows.
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MODELING OF ACTIVE NEUROMUSCULATURE RESPONSE
TO MECHANICAL STRESS

by

Dr. Andris Freivalds
and

Mr. Jeffrey L. Harpster

ABSTRACT

The Articulated Total Body (ATB) Model, based on rigid-body dynamics
with Euler equations of motion and Lagrange type constraints,was used to
predict the forces and motjons experienced by air crew perscnnel in tvpical
flight cperations. To prcvide a zore realistic representation of human
¢ynemics, an active neurcmusculature was added to the ATE Model via the
newly developed advanced harness system. The lumped three paraceter
zuscle model included a contractile element, a damping element and a
parallel elastic elexment.

Two validation studies were performed. The first simulated elbow
flexion with one nuscle/harness svstem representing the biceps brachii and
the brachialis. The results indicated that the force velocity effects
procuced the greatest chenges in force, with significant force changes
due to the damping element and length tension relationship and no force
changes due to the parallel-elastic element. The second study simulated
the whole body respcnse to a Z-Gy lateral force utilizing trunk musculature.
Although the musculature did not completely prevent the lateral deflecticn
of the body, the response is sigrnificantly delayed conpared to a control
response, with the head and neck ~aintaining the upright pesture for a

longer period of time.
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Static and Dynamic Response

of Aircraft Shelters

by
David L. Israel
ABSTRACT

The feasibility of a fourth generation aircraft shelter
is investigated. The deveclopment of mathematical models,
simulating a double-radius cylindrical shelter are presented.
The models are analyzed both statically and dynamically with
the use of SAP IV (Structural Analysis Program).

Investigations of various loading conditions were
performed to determine the effect of assumed threats on the
structure. Structural response under each of the loading
cases is studied in an attempt to determine which parts of
the shelter will be subjected to the most severe stresses,
Suggestions are offered as to which type of model and loading
configuration would be the most representative and realsitic

for #zny future development in this area.
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TRIALS AND TRIBULATIONS AT THE HELMET MOUNTED OCULOMOTOR FACILITY

by
A. Terry Bahill & Jeffrey S. Kallman

ABSTRACT

We spent most of the summer debugging the Helmet Mounted Oculometer
Facility (HMOF) equipment. On our last day we were finally able to gather
data on human head and eye coordination. We brought this data back to
Carnegie-Mellon University; we were able to put it on our computer system and

analyze it with our programs.
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OXYGEN IMPLANTATION OF GALLIUM ARSENIDE

by
James R. Kempton
ABSTRACT

The development of a stable semi-insulating layer in ion-implanted
gallium arsenide is investigated. Analysis of samples, implanted with
oxygen~18, by Rutherford btackscattering and Capacitance-Voltage
techniques discloses thick compensating layers with a low amount of
damage after an 800°C anneal. Suggestions for further research on

this material are offered.
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ELECTRICALLY COMPENSATED CONSTANT SPEED DRIVE
by
Tim W. Krimm
and
Jimmie J. Cathey
ABSTRACT
The feasibility of designing a constant speed drive utilizing a
mechanical differential in conjunction with a parallel electric drive
speed compensation link is examined. Bidirectional power flow in the

electric compensation link uses two high-speed, permanent-magnet, three-
phase machines interconnected by a power conditioning network. One
machine is operated as a brushless dc machine, while the other functions
as a variable speed synchronous machine. Steady-state performance of two
types of power conditioning are studied--a dc link inverter and a cyclo-
converter link.

The dc link inverter with bidirectional power flow is found to
require excessive values of current to allow full range reverse power
flow. A mode switch to synchronous inversion is necessary to reduce
current values, but it adds the penalty of increase in power electronic
devices and control complexity. The cyclioconverter link is found to
offer the better full range bidirectional power flow. In addition, a dc
link system is examined for a method of operation with unidirectional
power flow through the compensation 1ink at the expense of increased size
of electrical machines, but offering simpler controls.

Suggestions are made for further research on this system concept.
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PHOTOIONIZATION OF JODINE MOLECULES AND CLUSTERS

IN A SUPERSONIC MOLECULAR BEAM

by
Edward A. Walters
and

J. Kent Newman

ABSTRACT

In preparation for a study of the photoionization of 12, 13, 1,, etc. a

4
photoionization mass spectrometer employing a supersonic molecular beam emerg-
ing from a small nozzle was relocated from Los Alamos National Laboratory.
Much of the effort described here has to do with moving and critical alignment
of the mass spectrometer. Also described are the results of a literature sur-
vey of the photoionization and photoelectron spectroscopy literature on the
important iodine molecules and clusters. Design of a nozzle for the genera-
tion of l3 is discussed. MWork done in interfacing a POP 11/23 computer to

tne mass spectrometer and initial results of software development for control-

ling the experiments are described.
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ICSSM COMMUNICATIONS PACKAGE

by

Craig A, Paul

ABSTRACT

The Interactive Communications System Simulation
Model {ICSSM) was presented to RADC by Hazeltine
Corporation on June 16, 1982, The accompanying users
manual, while presenting some information for running the
ICSSM package and programming to add simulation
capabilities to ICSSM was far too detailed in some cases,
lacked important information in other cases, and required
too much knowledge of the internal workings of the package
for the manual to make much sense to the user and

potential programmer.

Hazeltine presented a half~day briefing for potential
ICSSM users and left a users manual behind. After two and
a half weeks of reading the users manual, some
conversations with Hazeltine, and examination of the ICSSM
FORTRAN coding I could'implement my own ICSSM modules and
explain to others via a seminar and a short users guide

how to really use ICSSM to aimulate communication systems
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and install their own ICSSM modules into the package.

Included in this report is a half-page users guide
and an ICSSM programmers guide. The programmers guide is
intended as a supplement to be referred to concurrently
while examining certain sections of the ICSSM wusers

manual.
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A MODFEL FOR PULSED LASFR AKNEALING OF SILICON
by
Gregory D. Punkar
ABSTRACT
In this paper we seek a solution of the thermal diffusion

equation, which describes pulsed laser annealing of silicon.
This equation is a non-linesr differential eruation with temp-
erature-deoendent parameters; functioral forms are fitted to
these parameters using empirical data. For the non-homogeneous
case (including the incident laser source term), the eruation
is solved numerically, using an adiabatic aprroximntion to in-
corporate the temperature deperidences of thermal 2nd opticrl
properties. Melt depths and evaporrtion losses =re 2150 tsbu-
lated numerically using energy balance enunations,

An analytical method for solving the homogeneous eacu=tion
is introduced, apnliceble for certain furction-~1 forms of temp-~

erature-dependent thermal properties. This method is not in-
corporated into the =bove-mentiored model; hovever, we include
it as it may be useful in other contexts.
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ANALYSIS AND MODELING OF A REAL-TIME HOLOGRAPHY SYSTEM

by
Jerome Knopp
and
Jeffrey M. Swindle
ABSTRACT

The real-time holography system was studied in some detail using
a generic model. It is shown that aberrations are introduced by
wavelength rescaling. Further errors are generated by the very
nature of phase recording a hologram plus the non-linearities in
the recording media. Resolution requirements and MTF limitations
show that present day phase recording devices are just barely
adequate to correct low level turbulence.

A study of the system using dimensional analysis showed that the

Fresnel approximation may be used to construct a scale model based
on Arkadiew's Law.
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THE MEASUREMENT OF ION-MOLECULE REACTION RATE COEFFICIENTS

by

Thomas M. Miller and Rodney E. Wetterskog

ABSTRACT

+ +
Rate coefficients have been measured for C , CO , and coz*

reactions with O_ over a temperature range of 90-450 K using a

2
selected-ion flow-tube (SIFT) apparatus at the Air Force Geophysics

Laboratory. Charge transfer is observed to take place for CO+ + 0,

+
and coz’ + 02, but is not allowed energetically for C + 02. Instead,

+ + +
we observe C° + 0, O + CO and ct + 0,~ CO" + 0 occurring. The

+ . . . . :
€ + 0, reaction is found to proceed at its gas kinetic rate of about

10

9 x 10° cms/s, independent of temperature for 90-450 K. The rate

coefficients for both the cot + O2 and C02+ + O2 reactions are de-
creasing functions of temperature in this range. The ion flow velocity
in the SIFT apparatus has been determined versus gas pressure and
temperature using a time-of-flight technique. These results, combined

with our helium flow measurements, have significant implications for

low~temperature reaction experiments with flow-tube reactors.
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ANALYSIS AND COMMENTS ON THE THEORY OF THE

CAPACITANCE-RATIO TEST

BY
R. L. REMKE

K. WILSON

University of South Florida

ABSTRACT

A detailed analysis is given on the theory of the capacitance-ratijo test used in the
detection of moisture in hermetically sealed microelectronic packages. The mcdel
for the moisture-induced frequency-dependent capacitance observed between pins of
an jntegrated circuit is developed. This model is then extended o descrile its use in
the capacitance-ratio test. Also included are some observations and comments

concerning the implementation and use of the capacitance-ratio test.
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THE _MANUFACTURING CONTROL LANGUAGE FOR ROBOTIC WORK CELLS

by
Mark A. Fugelso and Brian 0. Wood
ABSTRACT
Under contract F33615-78-C-5189 within the United States Air Force
ICAM program, the McDonnell Douglas Corporation has developed the

Manufacturing Control Language (MCL) for use with robotic work ceils.

An extension of the numerical control language APT, MCL contains contro)
words for real time decision making and vision processing. These
facilities, along with several other features, make this language a
versatile off-line programming tog]. This paper gives a basic overview
of MCL's capabilities. Suggestions for further research in this area

are offered.
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CONCEPTUALIZATION OF THE DYNAMIC BEHAVIOR OF THE FLOW-FIELD IN
THE APL COMBUSTOR

by
Sarwan S. Sandhu and Robin S. Archer

ABSTRACT

Results of a brief investigatioan of the dynamic behavior of a
bluff~body stabilized diffusion flame are preseuted for air and fuel
flow rates of lkg/s and 6kg/hr, respectively. A cine film, acquired at
4000 frames/s, of the reacting flow field near the bluff-body was
analyzed with regard to time varlant interaction between the annulus air
stream and the flame stabilizing recirculation zone. Ailr vortices
generated from the shear laver of the air stream appear to lateract with
the recirculating zone while growing as they move downstream. Estimated
alr vortex average axial and rotational velocities are 22.8 m/s and
548.9 rad/s, respectively. Estimated peripheral average angular
velocity of reactive fluid recirculating zone is 506.5 rad/s. Fluid,
made visible by dispersed reacting and emitting relatively "small" sized
gaseous pockets, appears tc move upstream in a core about the centerline
towards the recirculating spatial region. Reacting fluid, made visible
by light emission, appears to be peeled off the recirculating reactive
zone in the form of cylindrical shells with irregular boundaries at
quasi-periocdic intervals., Ratio of air vortex to flame turbule

frequency at an axial dimensionless location of 0.68 is about 2/1.




THE APL COMBUSTOR

Objective and Introduction

The main objective of the effort expended in the ten week summer
period was to clarify the dynamic behavior of the flow-field in the APL
combustor in the 'near bluff-body spatial region". Such clarification
helps in gaining insight into the air and fuel mixing process resulting
in reactant consuming exothermic combustion process. Unsteady flame
behavior was observed and studied in terms of flame turbules in the APL

1,2,3 using cine photograpic and CH emission recording

combustor,
techniques. Later, high speed Mn-laser shadowgraphy and cine
photography were employed to further shed some light on the dynamic
behavior of the APL combustor. A cine film acquired at 4000 frames per
second for air flow rate of lkg/e and fuel flow rate of 6kg/hr indicated
the dynamic behavior more clearly. Dymamic behavior of the flow field
was investigated by analyzing the cine and high speed shadowgraphic
films,

Methods of analyses to acquire various types of qualitative and
quantitative information regarding the dynamic behavior of the flow
field are described. Deduced dynamic flow field is approximately
depicted as contour.diagrams. Quantitative estimated results on air
indentation (or vortex) axial velocity, its growth rate and frequency;
flame turbule frequency and length for air flow rate of 1lkg/s and fuel
flow rate of 6kg/br are briefly discussed. Estimated characteristic
dimensions of the CO, jet for air flow rate of 1kz/s and C0, flow rate

of 4kgy/hr are also reported.
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EXPERIMENTAL
Combustion Rig
A schematic diagram of the Aero Propulsion Laboratory (APL)
combustion tunnel is shown in Figure 1. The centerbody is 79 cm. long
and 14 cm. in diameter. Gaseous propane fuel 1is injected through a 4.8
mm diameter tube at the center of the centerbody. Alr flows through
the annular space between the outer duct and the centerbody. A 31.8 am
long square-cell honeycomb flow straightenmer with a cell size of 4.8 mm
square and two number 16 mesh screens are mounted in the annulus. The
25.4 cm diameter duct has 30.5 x 7.6 cm viewing ports that provide both
optical and conventional probe access to combusting regioms. Additional
irformation about the combustion tunnel is giver in References ! and 3.

QUALITATIVE CHARACTERIZATION OF FLOW FIELD

The qualitative characterization of the flow field of the bluff-
body diffusion flame was obtained by examining shadowgraphic and cine
films of the flame at an air flow rate of lkg/s and fuel flow rates of
4 and 6kg/hr. The shadowgraphic films were shot at 6583 frames/s and
the cine films at 4000 frames/s. Two hundred photographic stills were
obtained from the cine films and used for closer examination. The
viewing port did not facilitate the visualization of the eantire flame
8o that the flame was assumed to be symmetrical and only hal® was
investigated. V
QUANTITATIVE DATA COLLECTION

The cine films, shadowgraphic films, and photographic stills were
used to quantify certain aspects of the flow field. In all cases, the
bluff-body image diameter was measured and a magunification factor
obtained to facilitate the coaversion of image mcasurements to real

values, The cine films were used to determine air indentation or vortex
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linear velocities, flame turbule and air vortex shedding frequencies,

and recirculation zone rotational velocity. The photographic stills
were used to measure flame turbule length and air vortex and
recirculation zome rotational velocities, The shadowgraphic films were
used to determine the cold jet dimensions for CO, flow rate of 4kg/hr
and air flow rate of lkg/s.

The presence of an air vortex was detected by observing the air-
reaction zone interface. An indentation of the reactiong zome, caused
by the vortexing air, indicated the presence of an air vortex. These
indentations were used to measure air vortex shedding frequency and
velocities. The presence of a flame turbule was indicated by the
formation of a cylindrical shell of reactirg and emitting fluid which
noved downstream,

AIR VORTEX SHEDDING AND FLAME TURBULE FREQUENCIES

Two locations were chosen to measure air vortex shedding
frequency; 5 and 9.5 cm downstreaw of the bluff-body face. Flame
turbule frequency was determined at a location 9.5 cm downstream of
the bluff-body face. The cine film was viewed at 2 frames/s to
measure frequencies.

When measuring air vortex shedding frequency, the number of
indentations that appeared in a set number of frames was counted; the
number of indentations and number of firsmes were recorded. The
frequency was obtained by dividing the number of icdentations by the
time equivalent of the number of frames. Ten and nine independent
measurements were taken at the 5 and 9.5 c¢m locations, respectively.
The arithmetic mean of the measurements was found to give an average

air vortex shedding frequency at each location.




To measure flame turbule frequency, the number of reacting fluid

shells which passed by the location in a set oumber of frames was
recorded. Six independent measurements were made and those results
were averaged to yield an average flame turbule frequency,

AIR VORTEX LINEAR VELOCITIES

For simplification of analyses, as well as to make the results

more consistent and less subjective, each air vortex was assumed to be
circular. The center and arc of the vortex were them traced through a
series of frames, corresponding to a real time interval. The velocity
in the Z-direction was determined by measuring the movement of the
vortex ceuter in the Z-direction. The velocity in the y-direction,
the growth rate, and the flame velocity were detarmined it the

followingz mannmer.
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;. (Air vortex-flame interface radial velocity) = (air vortex center
radial velocity) - 1/2 (air vortex diametrical growth rate)

The flame-air vortex interface velocity was measured by drawing
horizoantal tangents to the vortex curves. Air vortex center velocity
in the y-direction was measured by the movement of the vortex center in
the y-direction, Growth rate was determined from twice the crange in
radii of the vortex curves.

RECIRCULATION ZONE ROTATIONAL VELOCITY

The recirculation zone rotational velocity was determined using
photographic stills under the assumption that the air vortex was an
identifiable object on the recirculation zone. The angle swept by the
vortex in a set number of frames was recorded. The rotational velocity
was determined by dividing the angle by the time equivalent of che
trames, Such measurements were performed on five distinct air vortices.

FLAME TURBULE LENGTH

The flame turbule length was found by use of the photographic
stills, Appropriate frames in which the turbule was apparent were found
and the lemgth was determined directly from the picture by the
application of magnification factor. Figure 2 illustrates two such
appropriate frames., Four independent measurements were made and the
results were averaged to give an average flame turbule length.

AIR VORTEX ROTATION4L VELOCITY

The photographic stills were used to measure gir vortex rotational
velocity. A series of frames were selected in which an identifiable
eddy was present, Figure 3 shows one such series. The angle swept from
one frame to the next was measured and from this the air vortex angular
velocity was determined. Eleven independent measurements were made and

the arithmetic mean was calculated to give an average air vortex
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Alr flow rate = lkg/s
Fuel flow rate = 6kg/hr

Figure 2. Photographic stills made from cine film (framiag
speed 4000/s) illustrating method of estimation of
flame turtule length
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Alr flow rate = (kg 3
Fuel ¢l.w rate = ckg, br

Figure 3. Photographic “stills" made from cine film (framing
speed, 4000/s) illustrating method of estimation of
air indentation rotational velocity.
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Figure 3. (continued)
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rotational velocity

COLD JET DIMENSIONS

In the shadowgrapic fiim, the outline of the cold jet was
visible. The jet consists of a linearly expanding portioan,
originating at the bluff-body. This conical portion terminates io a

"mushroom" portion.

PORTION

The diameter at the end of the conical portion of the jet and the
axial position of this diameter, the maximum jet diameter and the
axial position of this diameter, and the axial position of the end of
the jet were messured and recorded. Six independent measurements of
each dimension were taken and averaged to yield the average cold jet

dimensions.




RESULTS AND DISCUSSIONS

A MODEL OF NEAR REGION REACTING FLOW FIELD

Figure &4 depicts a model of near flow field deduced from cine and
high speed shadowgraphic film analyses. A picture of the flow-field
indicated is considered to be applicable for air flow rate of lkg/s and
fuel flow rate range up to 6kg/hr. Fuel jet, |, spreads in a conical
manner up to Z2/D= 0.4 by entraining .Jluid from the surrounding
environment, Fuel jet "mushroom” is apparent between Z/D = 0.4 to 0.7.
Fuel jet "mushrooming" can be thought of as a resultant effect of
backward flow, 2 , interaction arainst the forward flowing jet fuel,
and inner, 3 and outer, 5 recirculation zones. Analyses of high
speed shadowgraphic films indicate that fuel jet mushroom "wobbles" with
time. The jet mushroom wobbling phenomenon may be explained in terms of
fluid interactions and time varying turbulence structure of the jet-
surrounding flow field. Jet fuel and hot backward flowing fluid, 2,
are shown to mix as indicated by 4 . The hot fluid and jet fuel keep
on mixing by turbulence and molecular diffusion processes while the

mixed fluid moves upstream towards the face of the bluff-body, 9 . The

mixed flow fluid stream, &4 splits into two portioms. Ome becomes part

of the inmer recirculation zone,3, and the other part of the outer
recirculation zome, 5. Structure and rotational orientation of the
inner recirculation zonme is indicated by 3. The jet fuel and the inser
recirculation zone fluid mixing could occur via turbulent entrainmeat
and molecular diffusion processes, Time varying structures of outer
recirculation zone,5, and air indentation (or, air vortex), 6, are

depicted in Fig. 4 a - e, Recirculation zone, 5 extends to almost 2/D
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Figure 4. A counceptual model of rear reglon reacting tlow fieid
, in the wake of the bluff-body i1u the APL combustor.

4 Scale: 1/2 of full size.

4

.

g 1-15




LEGEND

Fuel jet, 1

"Backward Flow" 2

Inner recirculation zone, 3

"Mixed Upstream Flow" 4

“Outer Recirculation Zone" 5

Air Vortex, 6

Flame turbule fragment, 7

Annulus air stream, 8§

Cylindrical bluff-body incorporating fuel injection tube,

Combustion duct, 10

Figure 4 (continued)
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Figure 4. (continued)
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Figure 4,
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Air flow rate = lkg/s
Fuel flow rate = 6kg/hr

£2

Figure 5. Photographic stills made from cine film (framing
speed,4000/9)showing air indentation (vortex) growth.




Figure S.

(continued)




= 1.0, and Y/D ~ 0.5. It is pointed out here that the outer
recirculation zoame boundary may fluctuate around these size limits. Air
indentation or vortex, 6, is made visible by interaction of annulus air
against reacting and illuminating fluid in the outer recirculation zone.
Air vortex appears to grow as indicated by Fig. 4 and photographic
stills, Fig. 5. Air vortex moves downstream with average estimated
axial velocity of about 22.8 m/s which is close to annulus air velocity
of 23.3 m/s. Assuming air vortex as an identifiable object attached to
the periphery of the outer recirculation zone, estimated peripheral
angular velocity of the recirculation zone is 506.5 radians/s. Air
turbule growth may be attributed to its fluid beating as it moves
downstream by exchange of heat energy Detween the relatively hot
reacting fluid in the recirculation zone and vortex fluid. Some
dispersion of the reacting fluid of the outer recirculating zone into
the air vortex is also indicated by cine film analyses. Quasi-periodic
interaction of air turbules with the outer recirculation zome fluid cam
be thought to augment mixing of the jet fuel with the surrounding fluid.
Fig. 4 e 1indicates an ideal situation of am air vortex arrival at the
downstream end of the outer recirculation zone. Such a situation often
coincides with "slipping" of an irregularly bounded cylindrical shell of
reacting fluid 1in :hg downstream direction. It is interesting to note
that the ratio of air vortex to flame turbule frequency determined at
location of Z/D ~0.,7 is about two to one, and average flame turbule
length being about 9 cm determined at this location. These results are
specifically valid for air flow rate of lkg/s.

Fluid evacuation of the recirculation region in terms of f.equency
agsociated flame turbules may be speculated as a mechanisuw to maintain

time average muiss conservation of the recirculating fluid spatial
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tegibn. Just after the moment of "detachment"” of a flame turbule,

upstr ‘am woving fluid appears to speed-up to undo the effect of fluid
evacuation of the recirculation region. The upstream moving fluid is
speculated to slow down as mass and thermal energy content of the
recirculation region dynamically increases to a "saturation” point for
an air and fuel flow rate combination. The moment the saturation point
is reached, the recirculation zome is thought to be most unstable and
ready to loose fluid in the form of irregularly surfaced cylindrical
shells.

The view about the rotation of air indentation or vortex, 6, i1s as
follows. Air vortices are generated from shear layer of annulus air
stream in the vicinity of the bluff-body cylindrical surface. The
probable rotational sense, clockwise, is in opposition to that of the
outer recirculation zone, 5 . Rotational sense of the air vortex should
not be necessarily taken as opposing the linear motion of fluid elements
on the periphery of the outer recirculation zone. If one imagiues that
the downstream directional net of the downstream convection and
tangential velocity of a point on the vortex periphery closest to the
recirculation zone is greater or equal to the linear velocity of a fluid
element on the periphery of the recirculation zone, rotating vortex does
not oppose motion of the recirculation zome fluid. This explanation is
in agreement with what has been observed in relevance to the dynamic
behavior of the near flow field spatial region. Alternatives to the
above explanation are: (a) no air vortex rotation, (b) a pair of two
fluid vortices, one nearer to the air stream, rotating clockwise and the
otiher nearer to the recirculation zone rotating counterclockwise. At

the time of the writing of this report the explanation given prior to




the alternatives appears to be more appropriate. Vortex angular
velocity estimated from photographic stills is 548.9 rad/s.

A comment concerning the relationship of the flow-field to the
combustion process is as follows. Fuel combustion takes place in the
spatial region consisting of inner and outer recirculation zones
sandwiching a mixed upstream flowing fluid in between them in three
dimensional space. Escape of the fuel from the near flow field region
can be thought of in terms of irregularly surfaced cylindrical flame
turbules slipping dowanstream of the flow-field region, at least, for
fuel flow rates of less than 6kg/hr and air flow rate of 1kg/s.

Air Indentation (or vort2x) Axial Velocity, Growth Rate,
Frequency

Table 1 shows the air indentation estimated axial velocity
component and growth rate data used to determine the average values.
Arithmetic average values of axial velocity component and growth rate
are 22.78 » 11.4 (std., dev.) m/s, and 12.6 + 8.96 (std. dev.) m/s,
respectively. Data show the variation in axial velocity and growth rate
as a function of the dimensionless axial distance, 2/D. Even at the
same location respective parametric values differ for different air
turbules, Variation in these parametric values could be explained in
terms of spatial and temporal variations in chemical reaction rate
resulting in heat release rate, and variation in fluid dynamic
iateraction process occurring at the interface between the reacting
fluid in the recirculation zone and the relatively less hot surrounding
air stream.

Table 2 shows air indentation (vortex) frequency determinations at
two axial locations of 2/D ~ 0.36 and 0.68. Frequency at Z2/D = 0.36 is

177.4 + 8.8 (std. dev.) Hz as comparea with that of 143.4 + 9.8 (std.




Z/D, dimensionless
axial distance

0.

0

AIR INDENTATION OR VORTEX AXIAL VELOCITY COMPONENT

16

.21
.24
.28
L34
.34
37
.38
.44
.48
.49
.51
.56
.60

Average

+Std. Dev,

TABLE

1

AND ITS GROWTH RATE

Air Flow Rate

Fuel flow rate = 6kg/hr

Axial velocity compounent,

v

o/

]

16.

12

28

15.

13.

30

34.

13
13
31
51
15
11

31

22.

+11.

= lkg/s

38

.60

.35

75

23

.23

65

.23
b4
.50
.02
.75
.34

.50

78
4

Growth rate,

m/s

)

4,

12

10.
37.

15.

12,

12.

12.

12.

3

2

.6

.04

+8.96




TABLE 2

AIR INDENTATION (OR VORTEX) FREQUENCIES
Frequency, Hz

Z, location

of frequency determination from face of the bluff-body

Z=5cm Z=9.5cm
168.00 144.00
176.00 160.00
176 .00 122.00
164.06 144.93
194.29 142,86
186 .33 140.19
173.16 138.41
181.82 151.72
170.37 146 .67
184.33
Average 177 .44 143.42
+ Std Dev + 8.78 +9.73
1-27
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dev.) Hz at Z/D = 0.68. This implies that for every ten air
indentations at the upstream axial location ouly about eight identations
make themselves identifiable at the dowastream location. This 1is
indicative of probable air indestation coalescing phenomenon,.
Occurrence of the phenomenon is, perhaps, due to variatiom in the
dynamic behavior of airAindentations as they move dowanstream. This view
is supported by the data in Table 2.

Flame Turbule Frequency and Length

Table 3 shows flame turbule frequency and length determined atr an
axial location of 2/D = 9.5/14 = 0.68. Flame turbule frequency of 70.6
+ 4.0 (std, dev.) Hz is less in comparison with air turbule frequency of
143.6 + 9.8 (std. dev.) Hz at the same axial location. This translatsas
into one slipping of "an irregularly surfaced cylindrical reacting
fluid region from the recirculating spatial region" for every two air
indentations appearing. Average flame turbule length is 3.0 *» .6
(std. dev.) cm, This type of information is suggestive of development
of empirical mathematical expressions to predict air vortex and flame
turbule frequencies, sud, flame turbule length for a given air/fuel flow
rate combination in a bluff-body diffusion flame combustor of the APL
type. The empirically developed mathematical expressions might then be
utilized to develop a mathematical "flame turbule" combustion model to
predict combustion pe;formance of a given combustor of the above said
type.

Cold Flow CO, Jet Characteristics, and, Air Vortex and Flame
Interface Location and Radial Velocity

Table 4 shows the various dimensions of cold flow CO, jet issuing
into the combustor space for an air/fuel flow rate comtipation of lkg/s/

4kg/hr. It is appropriate to mention that the dimensions repcrted were




TABLE 3

FLAME TURBULE FREQUENCY AND LENGTH AT AXIAL LOCATION OF 9.5 CM
FROM TRE FACE OF THE BLUFF-BODY

Frequency Length
(Rz) (cm)
67.80 8.40
72.95
70.26 8.40
68.89 9.28
78.05 9.80
65.57 1
Average 70.59 8.97
+Std. Dev. +4.02 + 0.60




TABLE 4

DIMENSIONS OF COLD FLOW CO, JET ISSUING INTO THE APL COMBUSTOR

Set No.

Mean
*Std.

Dev.

Z.,cm

wn

.24
.70
.97
.70
.97

.70

.88+.20

€0, flow rate = 4kg/br

Air flow rate = lkg/s

Jet diameter at Z = 0 is &4.8acm

dpaxscm

5.43

5.16+.31

dc,cm Zpgx <l
1.9 6.51
2.44 7.60
2.71 7.60
2.71 7.60
2.99 7.60
2.17 7.60
2.49 7.42
+.37 20.41
dmax
2o —t
Briagx ™
——— i:GL"_—-—_"'1
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Ze,cm

10.31

10.31

10.04

10.59

9.99+.45
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deduced from a shadowgraphic film recorded by means of Mn-laser with
average firing frequency of 6563/s. €Oy jet diameter spreads from 0.48
¢m at Z/D = 0 to 2.49 ¢m at Z/D = 5.88/14 = 0.42 in a linear manner.
Downstream of Z/D = 0.42, jet spreads in to "mushroom'. Jet mushrooming
phenomenon is explained in terms of the backward flow and the jet fluid
interaction, and the influeuce of the dynamic behavior of the jet
surrounding flow-field., Jet mushroom maximum diameter is 5.16 cm at Z =
Zyax ™ 7.42 cw; cherefore, (jet mushroom maximum dia.)/(jet cone
maximum dia.) is 2.0. Maximum jet length is about 10.0 cm. Such type
of information regarding fuel jet is useful in developing predictive
combustion model in light of involvement of the fuel jet surface and
volume in reactant species mixing and combustion processes.

Table 5 shows the air vortex and flame interface location and
radial velocity towards the combustor centerline. Variation ia Yint/D
as a function of Z/D may be envisioned as "flame surface wrinokling" of
the reactive zone. Yint/D fluctuates within 0.31 ~ 0.48 for 2Z/D
variation from 0.16 to 0.60. Variation in the interface radial velocity

towards the centerline as function of Z/D is also observed.




TABLE 5
RADIAL VELOCITY COMPONENT,V*Y T INTERFACE BETWEEN TRE
OUTER RECIRCULATION ZONE REACTIWG FLUID AND AN AIR
INDENTATION OR VORTEX
Air flow rate = lkg/s
Fuel flow rate = 6kg/hr
Z/D Yint/D Vy’t,m/s
0.16 48 0.00
0.21 47 ~1.68
0.24 47 -6.93
0.28 .45 -7.56
0.34 .39 -0.63
0.34 e -5.88
0.37 W43 ~4.41
0.38 .38 -5.04
0.44 .35 -6.72
0.48 .40 -10.71
0.49 42 -2.10
0.51 .33 -3.78
0.56 .31 -8.19
0.60 38 -1.26
Average -4.64
X *
Scd, Dev. 3.10

+ Movement of the interface along radius
considered negative

t-32

towards the centerline is




Vortex

#

i

2

3

4

5
Average

std. Dev.

TABLE 6

Recirculation Zone Rotational
Velocity determination

Air flow rate = lkg/s
Fuel flow rate = 6kg/hr

Rotational velocity
(rad/s)

546 .87
477.06
314.16
570.14
624.0

506.45

+107.1




v

Summary of Main Conclusions

1. Dynamic behavior of the near-region combusting flow field in the
wake of the bluff-body appears to be resulting from temporal and spatial
interactions among the jet fuel,upstream moving fluid, and anoular air
stream. Such interactions lead to an interesting flow-field as shown in
Figure 4 for air flow rate of lkg/s and fuel flow rate of 6kg/hr or
less.

2. "Outer recirculation zone" dimensionless size limits appear to
extend to about 1.0 and 0.5 in axial and radial directioans,
respectively, for air flow rate of lkg/s and fuel flow rate of 6kg/br or
less. Average peripheral rotational velocity of the recirculation zone
is 506.5 rad/s.

3. Fuel escaping from combustion in the near flow field spatial regicn,
in the wake of the bluff-body, can be thought of in terms of irregularly
surfaced flame cylindrical shells that slip off the flow field region
quasi-periodically.

4, Ratio of air vortex/flame turbule or shell frequency is about 2/1
for the flow rate combination investigated (Air flow = lkg/s, fuel flow
= 6kg/hr).

5. Air indentation or vortex interacting with the reacting, heat
generating, and light emitting fluid has estimated average axial
velocity of 22.8 m/s and rotational velocity of 548.9 rad/s.

6. The internal cold flow conical jet appears to spread linearly with
the axial distance and then changes into imnstable "mushroom". The jet

fluid appears to be pulled into the surrounding environment as partially

indicated in Figure 4.




Reconmendations

Although by means of the information genmerated from cine and high
speed shadowgraphic photography it has been possible to develop a
partial picture of the dynamic behavior of the near region flow field in
the wake of the bluff-body in the APL combustor, more quantitative
information regarding time variant system variables such as velocity and
pressure throughout the entire flow field would be needed to complete
the picture. Truly, one needs to know instantaneous values of the above
mentioned variables simultaneously at a number of points in the spatial
region in the wake of the bluff-body. Local instantaneous information
in the entire flow field should be gathered as function of time for an
isothermal cold flow under investigation, Because for a combusting ilow
dynamic behavior would be different, at least in magnitude of the values
of behavior related parameters if not in gross trends, simultaneous
spatial time variant quantitative information regarding velocity,
pressure, and, for maximum usefulness of the generated data, additiomal
information regarding temperature and species concentrations should be
experimentally acquired. A comprehensive data acquisition scheme is
suggested as follows. For each combination of air and fuel flow rates
spatial region extending from 2/D = 0. to 1.5 and, Y/D = 0. to 0.7 is
proposed for probing' with 1/2 cm distance between adjaceat points. For
each of two air flow rate conditious of 1 and 2kg/s, fuel flow rate
conditions to be investigated are 2,4,6 and 8,10,12 kg/hr. 1In addition,
cine films for combusting flows and high speed shadowgraphic films for
isothermal CO, and air jet combinations would be useful. After
gathering such experimental information one would be in a better
situation to gain deeper insight and develop a more sophisticated

explanation of the dynamic behavior of the flow field, and, heace, of
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the combustion process.
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FLOW-FIELD VECTOR DIAGRAMS

In the final two weeks of the project, vector diagrams

of the proposed flow~field were constructed. The hand drawn

diagrams, the computer-generated plots, and the tabulated

data are found in this Appendix. W is the magnitude of the
vector and 2\ is the angle the vector makes with the positive
Z axis.

To generate the diagrams, first a model was used toc obtain
relative magnitudes of the vectors. Then known rotational velo-
cities and dimensions were used to arrive at the actual vector
magnitudes. Vector angles were obtained by using the contour

diagrams as a guide.
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TECHNOLOGY DFVELOPMENT FOR THF STUDY OF LASFR DAMAGE 1N PLASTTICS

James R, Boegan

Ahstract

Certain trarsparent plastic materials have exhibited laser damage
threshalds comparchle te conventional optical materials  such  as
2lass. Ta gacertain the phvsical properties of these materials which
eahance  thair  reecistance  ta pulsed  liycer hear  damaec,  eoveral
cxperiments were initiated with laser pulees whick will repeatahlv
produce damace., Finally, the censteortion, atienment, and rasting of
a nitric oxide Raman cell cravelareth ehifter is deccrihed, Thie

deviee  jv used  dn cenianction with  a O-gswitched NA;flace Jpeor

omy, to  derjve  high  peak  power inatrare?!  tipht  pulaerg  of
wavalengthe of 1,115 microns, as well as 1,0% microns for the etadve

ot lacer damage in plastics.
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1. Introduction

In 1981, a symposium on laser damage in optical materials was
held in Boulder, Coloradn. There, Lt (ol Ted Saitoc of the Frank .
Seiler Research Laboratory noted that the visiting Soviet group of
Manenkov, et al, of the Lehedev Phvsics Institute, Moscow, l'SSR,l
reported the use of a 1.0 micron laser heam with a pulse width of
10-20 nanoseconds which induced damege in pnlvmethvimethacavlate
(PMMA) only at intensities exceeding 110 gigavatts per square
centimeter. This is to be compared with the damage threshold of
approximately eight gigawatts oper square centimeter in Lithium
Niobate,? a tvpical laser O-switch optical material, when
irradiated with a similar laser pulse.

Moreover, Manenkov ¢t al reported that ar sphancement of the
damage thresheld in PMMA was obtained by filtering the materials
before polymerization and including additives to improve the
viscoelastic properties of PMMA,

Such an improvement in optical materials would allow one to embed
a dve in the plastic, and therehy obtain an inert and pascive
Q-switch for high power pulsed lasers or a wavelength aeelector for
dve lasers,

Since the personnel of the Frank J. Seiler Research Lahoratorv
and the Physics and Flectrical Fngineering Departments of the United
States Air Force Academv (USAFA) possess a bhreoad hase of experience
in the relevant technologies of laser damage, it is clear that such a

studv has an excellent chance of producing first-rate research in

this field,
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Assisting the USAFA staff in this research were Professor Thomas

Wigpins of Pennsvlvania State Universitv and myself.

II. Ohjectives

The obrimary onhjective of thig research is to develep fthe
techpologv necessary to imprnve the laser damaze vesistance of
plastics in order to use them for optical materials in Air Force
laser systems. The Modus Operandi for achievine the nrimarv goal is
hest summarized as follnws:

a. Characterize the iufrared puises cf our ¥A.YAG and Nd:Class
lasers tn he utilized in the damage testing.

=, Irradiate commercia! ond  'ip-house' Adeveloped plastic

materials to determine their damage thresholds.

c¢. Fvaluate the lascr “amage morphnlogv.

TT1. Laser Svstems

At present, the Frank . Seiler Research Labworaterv is utilizing
two pulsed, infrared laser svstems for laser damage studirs: an
'in=-house' muilt Nd:YAG laser; and a commercial 'Space-Ravs' Nd:Gloss
iaser. The former operates at ahout one megawatt, and the latter nt
ahout 50 megawatts, each at 1.06 microns wavelength,

Iritial damage studies were perfermed using the smaller Nd:YAC

laser in the optical confignration sketched in Figure 1,
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Figure 1.

Commercial plastic samples, such as lexan and acrylate were
irradiated with single oulses from the Nd:YAG laser, and then visual
inspection of the helium-neon (HeNe) jlluminated site was performed.
Tt was found that induced damage, iﬂ EiEE' could he visually detected
with the naked eye, hv observing the 20° gcattering of the WeNe
light produced by the damaged site. This method, although
qualitative, worked consistently whether or not the damage wae
localized on the surface or in the bulk volume of the sample.
Indeed, definite WeNe scattering was almost always correlated with
the subsequent observation under an optical microscope of laser

induced damage.
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However, to simutate the pulse parameters that Manenkov et al has
achieved reguires the use of a more powerfol laser, namelv the

7 . .
NA;Class svster. Tt produces a 1/e heam diameter of approximatelv

rva ceatimerers incident nn the focusing lans, which if one picke to
Ye of 20 centimeters focal lenpth produces an intepnsitv nf:
L 107 watts 2
1- XY ~7. -8 (1 cm)
400 cm 10 cm
; 1)
7+6
= .8 x 10

= 8 x 1012 watl:s/cm2

anproximatelr an order of magnitude mare than nscessary ©n renlicate

Marenkov's experiments with PMMA,

In order to irvadiate » Yarge number nf samples, it is Adesirahle
b4 »

fo nt e be wait Five minmres  in Yetweer <hera £

allow the

Nd;Glass rod? to cool priar to firire, Hence, Dr, Wiggins has

impl »mentad < techrique in which the Mdi:Glass 1aser pulse impinges

nwpan a five metral mesh screecn produncivg a larpe rumber of diffracted

heame which nre intense evengh to dawage a copner mirrer,  Tine, one

may expose a plaetics sample to N heams per shot and therebv ohtain a
largar data hase in a given time pericd.

Much of onr wor% this cummer has heen concentrated on readving A

Raman wavelength shifter cell, whirh ic presently choarged with

approximately 40 torr of NO pas, The Air Frrca ie interested in

conducting some of the damage studies 2t 1,315 microne, the principal

wavelength of the atomic jedine laser. The iodine laser at the Frank

J. Seiler tab s not wver on-lipe, Tt has heep

calculated rtrhat

e B o s




stimulated Raman scattering in NO gas should produce a .?55 micron
wavelength shift in the NA:Glass lacer wavelength to produce a high
power heam at 1.315 microns. We have made many attempts to ohtain
such a wavelength conversion, Our primarv efforts have included
construction of a cavitv resonant at 1.315 microns, and focussing rhe
exciting 1.06 micron radiatior in the center of the cell with a S0
centimeter focussing lena. All such efforts to A&te have not
succeeded. Suspect in this failure is the inherent!v hroad laser
line of the Nd:Glass laser (A 200 cm-l). Since the gain of =
stimulated process is inversely proportional to the line width, it is
clear that the gain is attenuated apriori bv at least a factor of 5 x

-1
10 .

TV. laser [‘amage

Optical microscopv has heen employed to assess the morphnlopgv of
laser induced damage in commercial plastics. What we have found
primarily is that regardless of whether the laser heam traverses the
short or long dimension of the sample, damage occ'irs when an impurity
in the sample ahsorbs a fraction of the heam enerpy, and 2e 2 result,
deforms the plastic in its neighborhood, therebv radicallv chaaging
the scattering or the loeal index nf refraction of the samnle and
rendering it visijhle. Tndeed, the impuritv npeed not even lie
directly in the heam path to ahsorh enough energv tc damage the
eample; locsl proximity is all that is required. This corrohorates
the findings of Manenkov et al that a material has a1 laser damag~

threshold is inverselv rreportional te the samnle's nuritv.
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V. Recommendutincns

Overall, this research project 1s proceeding on a proner course,
vet ta accomplish the obiectives outlined will require much wore work,

Tn order to uee the Ramap-shifted Nd:Class lasar at 1,18
microns, A method will have to he found to narrov the linewidthe of
the 1.0A micron incident heam, A frequencv serlective etalon nf the
proper thickness might suffice to do the inb,

Finallv, an attempt should be made to assess the potential of the
particular  plastic(s) emploved in the rladding of optical
communication fi%ers for high damage threshnld optics, since such

materials are known tn possess a low  attennation At near 1R

wazelengths.

2 4

‘ Q‘/z/ »
— .. 4 ,/.'{ et
A %G 7 /
O&MFS R. BOGAN THOMAS WIGRINS
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A DYNAMIC MODEL OF ACCELERATION STRESS PROTECTION

IN THE HUMAN AIRCREW MEMBER

by
Patrick J. Swecney, Ph.D., P.E.

Mary Doddy. M.S.

ABSTRACT

This dynamic simlation computer model demonstrates the aifects
of G-forces upon the eveball pressure of the aircrew merber in various
G-force environmeats. The stress relieving affects of G-suits and air-
crew strzining (-1 and L-1 man=uvers) are cramstically depicted. The
cnzmzes in the straining maneuver pregrame are evidant in eyeball pres-
sure ané enérgy c¢rain on the zircrew members. Further research in this

area will undoubtedly result in improved aircrew performance in high

and varying G-iorce envivooaments.




A DYNAMIC MODEL OF ACCELERATION STRESS PROTECTION

1N THE HUMAX AIKCREW MEMBER

1. INTRODUCTION:

Increased gravitational {orce results in a number of physio-
logic changes in the human expused to such an acceleration. lassical
methods of rmeasuring these effwctes have led to an ever-increasing knowl~
edge of the stressed phiysiclogic systems. The two syvstems which have
ciassically provided the defining limits in the stressed condition are
vision and fatigue which then inxpinge on the performance capabilities
of the human. Various pcrformance measures have also been used to
develop a greater knowledge of the acceleration environment. A multi-
tude of mcdel structures have arisen to describe the changes in oxygen
Jevels, blocd pressure, and in vicual capability in hope of providing
dotter descriptions and dirvetioss for advanced research.  The nmodel
in this repirt nas been Cevi'oped Irom an alternative siandpoint. The
cazzesition is that there are co-peting svstems within thie hunan

siology which require oxygen in corder to function at an acceptable

1
ievel. The vision systom reqguires a continuous flow of oxygen to the !
retinal layer to maintein iunction. The ruscle system requires oxygen

activity and supply for aerobic activity.

for repleniskment of

The central noervous systom riqnires the same cxygen for its sustained

The ~odal ia shis Jevelogpant thom bocores a
vere cirpiiing « ¢red in the
FaoeiaTo_de Nl wes e d inte A

it les of oo Trowclcs. Syetem

Srs cerfosed of

interacting {e-dbhack loops. 3 meads irteg-ation allows
imvestizarion of the ~3nl dnt goe of anoprioally ontrelled svstom.
oo oo cteration vl e L aofiles (o ran on the o oodel
c-:viting in unique physiolozic ros, nse patterns for coch prefile.

+rent in the

i rre e is dincluded through the patiern sunlyeis

vieceal cdetation transier foaction ad the oooobral o[ onatien
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prediction, The system model provides the basis for redefinition and

extension of acceleration research into familiar areas with new intent.

11. OBJECTIVES:

The main objective of this project was to dynamically model the
acceleration stress protection in the human. This involved reflining
sast medels and submodels which were based largely on the experimental
data available in the literature. The difficulties with the previous
models are in the acscunptions that each of the submodels is a linear
system and co2s not huve a cross—coupling affect with the other subsys-
tems. By refining these models it was hoped that these linkages and
couplings could be closely studied. The ultimate goal in refining these
models was to arrive at a model that could be usad as an optimal ~ro-

tection model.

II1. M2DEL:

A. Trevicusliy Develened P iclecic Models, Increased gravi-

2s the human physiolegy inm 2 manner that cacses

tational for:ce

detrimental changes in the human's capebility to maintain atcepiadle
performance lcvels. A set of physiclogic models which dynawically
describe accelerztion stress respoenses have bean developed previcusly.
Zach model represents a major physiologic system or acceleration pro-
tection mechtznism. The submodels are zssexzbled as a larger srstem using

matural lintis from cne subsystem to the next. The t.ajor

ceter, G-suit system,

s
subsystens are ithe visual system, cardicovascular sc

ond the cnergy cost system. The irtesrated system s.oéel links all the

ce to leng-term +Gz srceleration ig nor-ally

wieaal Ytess (Bl-cloaut) oad uvnes

~nd points are related to the z2pility of the cardio-
Jetiver oy sginaied blood at adeguate pressure to the

tleod

ra) yegcions. The ac-eioration cavees & ¢h

essure prolile-in the humzn such that the effective prescure vertically

zvel is decreased and the prescsure below the heart

There is thorefore a lower perfugion ssure at
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eye level. The distribution of the blood 1in the budy also changes as
the acceleration pools bleod in the lower part of the body and lungs.
There is therefore less avallable blood to circulate and a lower oxygen
content because the lungs do not operate as efficiently. The cardio-
vascular response model output provides a dynamically responding signal
which is eguivalent to neminal eye level blood pressure values feor an

(i undergolng the equivalent acceleration.

vnprotected
The erfect that acceleration has on the visual apparatus is

obhserved in t s of tannel vision, greyout, and blackout. During the

Sovout there are alse decreases in visual acuity and bright-

periods of

dutection ability. Altrnough there zre -mltiple factors

ness conira
related to the anatomy, psvchology, and physiolegy of the human which
are respoasible for these clanges in visual perception.

e structure of the eye is a primary factor and provides the

a u:zble model. Wnen the bicod prevsure suppiy drops below

-tinal supply vesaels

"
v

Teally resporsive oignal v

wiecgal Tield of & pilot undericing the identical €
"re G osuit aodel provides the wi.
oo . - ad the waoment ured to D e the
G A U oases jrerserised BT 0 s e Tos
AT v n. The entersal p - T ol SERES:
T ) feoihe 1 owoer e ftie 0T s ot ter Y & oup-
LIy to ol ing accel LU Ton. . it -l Toed Ly e
S Tl o N . 1ed Tinel Tor ‘. it oo - - G e
: Toavcertts for the s ol N sc€ the
! 1Tote ovide the e ey fese Theo it oo care s
K do : v, o EERE ! d
oy 1.

The avontitation perfusieon ogel sVlows the offects of reduced
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pulmonary blood supply reduce the amount of oxygen LT4nsSpOTt across the
alvedlar surface and thus reduce the o-nygen supply.

The straining system model accounts for the G tolerance enhance-
ment which is afforded by a properly executed M-1 or L-1 maneuver. The
purpose of these straining maneuvers is to increase the blood pressure
delivered to the eyve. Proper performance of the maneuvers requires
that the abdominal and upper torse rmscles be tensed isometrically and
that expirations should be made against a partially closed or closed
glortis. The result is an increased intrathoracic pressure and
increased blood pressure at the eyve.

The energy stores/oxygen model is an energy balance system in
which oxygen is proficed through the pulmonary system. The oxygen is
utilized with the metabolic fuels in the straining system with the
resultant higher blood pressure through the straining. Other oxygien
is utilized in normal metabolic mazintenance and the oxygen reserves
are depleted. The energy expenditure wacdel is simply an integrator
which intvgrates the encrgy effort and translates this to a depletion

of the oxyien sicres in terms of a deoreinsed percent of oxyren.

B. suter Model. The conputer sivulation model was
tased upon the 1979 siudy entitled "A Model for the Energetic Cest of
Acceleraticen Stress Protection in the Euzan” by Dr. Dana B. Rogers.
This report concluded by stating that "the use of cynamic models . . .
.

allows for a variety of «a-culative studies." This report is a dynanic

+odel that prov thi vibicle neoe sary to wveluzte the «{{ccts of
varying acceleratjon Yol on airirew rouhers,

The =1 wlation 1o vaed dn this study was developed by

Dr. Juy Forrester of MIT.  The 1. o ge de Lo M0 Lad is bhewed apen

T Jdback dnteractions. 1 coriant verd Mles ere o coosared as levels

(L on the richi-t..nd in in the e Y). The c¢harve factors are

rates (R) and affect the inflow ond (utilow to the Jevels. These rates
are sifected by iV iary (A) cmod e, comstoonts (C), and initial

cenciticns (N).  Im zddition, tuble “unctions (T) <re nciuded when the

input is a fuiction of a specific varicdle,




L PAE.K=MIN(80,PAE.J+DT(ETRC.JK+PVG.JK-PVC.JK))

0.

0. N PAE=79

2. % PAE=PRESSURE AT THE EYEBALL

3. 0% PVG=PRESSURE INCREASE DUE TO G SUIT
4o * ETRO=ENERGY DRAIN

5. % PVC=PRESSURE DUE TO G FORCES ALONE

6. R PVC.KL=(CVS.K*FAC)

7. % FAC=CONSTANT FOR CVS

§. % CVS=G FURCE SLOPE (RATE OF CHANGE)

9. C FAC=5

Equation 1 is a level equation that measures the blood pressure
a- the eveball. lower pressures reduce initially peripheral vision and
a: higher G-forces reduces visual to "tunn2l vision" and subsequently
to blackout. This eyeball pressure (PAE) is affected by the energy
1evel (ETRO) of the aircrew members, the G-suit effects (PVG) and the
G-forces encountered by the zircrewmen (PVC).

CVS is the actual G-force rate of change pattern on the crew
z:=ber and the rate of change in G-force in PVC. For scaling and dimen-

sicnal purity, FAC is incluied as a constant in the PVC ecuation.

106, A CVS.K=TASBHL(CVST,TI%.K.0,292.5,.5)
11. T CvsI=0,1,1,1,1,

12. ¥ 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
13. X 1,1,1,1,1,1,1,1,

1., x 0,0,0,0,0,0,0,0,0,0,

15. X -1,-1,-1,-1,-1,

6. X 0,0,0,0,0,0,0,0,0,0,0,C,0,0,0,

17. X -1,-1,-1,

18. » 0,0,0,0,0,0,0,0,0,0,

9. X 1,1,1,1,

26. X 0,0,0,0,0,0,0,0,0,0,

2. X -1,-1,

22, x 0,0,0,0,0,0,0,0,0,0,

23. X 1,1,1,1,1,1,

24, X 0,0,0,0,0,0,0,0,0,0,

25, % -1,-1,-1,-1,-1,-1,-1,-1,

2¢. X 0,0,0,0.0,

27. % 1,1,1,1,1,1,

8. ¥ 0,0,0,0,0,0,0,0,0.0,

28, X -1,-1,-1,-1,-1,-1,-7, -1, -, -0,

30. X 1,1,1,1,1Y,

1. x o0,0,0,0,0,0,0,0,0,0.0,0,0,0,9,0,0,0,0,0,
32.x 0,1,1,1,1,1,1,1,

33. x o0,0,0,0,0,0,0,0,0,0,

/. X -1,-1,-1,-1,-1,
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g3. x 0,0,0,0,0,

84. X 1,1,1.1,1,1,

8s. x 0,0,0,0,0,0,0,0,0,0,

g6. X -1,-1,-1,-1,-1,-1,-1,-1,-1,-1,
87. X 1,1,1,1,1,

gs. X o0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
89. X 0,1,1,1,1,1,1,1,

90. X 0,0,0,0,0,0,0,0,0,0,

91. X -1,-1,-1,-1,-1,

¢2, X 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
93. X -1.-1:‘1v

9. X 0,0,0,0,0,0,0,0,0,0,

95. X 1,1,1,1,

9. x 0,0,0,0,0,0,0,0,0,0,

97. X ~-1,-1,

9. x 0,0,0,0,0,0,0,0,0,0,

99. X 1,1,1,1,1,1,
100. X 0,0,0,0,0,0,0,0,0,0,
101. X —1,‘1l-1)_1’—1)—11_1)-1l
102. X 0,0,0,0,0,

123. X 1,1,1,1,1,1,

1%4%. X 0,0,0,0,0,0,0,0,0,0,
105. X —1,‘1,-1,—1,—1,—11_1"1;-1y‘ln

~

As stated previously, CVS is the actual G-{force rate of ch.znge exerted
on the aircrewman. Tnis C-prefile has been provided by AYPL and was
replicated five times to rerflect a 400 second G-pattern. This force
is cepicted as the derivastive of the actual G-force, beccuse of the

cumeiative nature of the level equation, PAE, and the appropriate rate,

°VC.

106, A £V

107, * 2

igg. *

109, * ¥

110. * F

220G is an auxdiiirr o werion that accceunts for the ¢ffccts of

the prograrmed G-program and the G-suit system delay. G-suits increuse

the prersure to the ¢yvet

ciuvnal deleys. Tae ic
represented by a 1 in equetion 106, FACl is a sizing and dirersional

corstant.
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111. A CVR.K=CVS.K*FACX

112. *  FACX=CVS TO CVR CORRECTION FACTOR
113. C FACX=1

114. R CVX.KL=CVR.K

115. * CVY%=C SUIT-G FORCE RATE FACTOR
116. L CXX.K=CXX.J+DT(CVX.JK)

117. * CXX=APPLIED G FORCE

118. N CxXX=1

CVR is a correction factor used to convert CVS to usable form
in equation 106. FACX is the dimensional constant.

CVX is the equation used to convert CVR to a rate.

CXX is a level equation that is used to show the actual G-iorce
on the aircrewman. This along with PAE, ET, and other iTportant factors

are plotted in the ensuing figure.

119. L ACXX.K=ACXX.J+(DT/AT) (CXX.J-ACX.J)
120. *  ACXX=AVERAGE APPLIED G FORCE

121. *  AT=AVERAGING DELAY FUNCTION

122. N ACXX=0

123. C AT=10

ACXX is the G~force averaged over the previous 10 perjods,

ACXX is initialized at 0, see line 122, AT is the averaring period of

10.
124. R PVG.KL=MAX(CLIP(PVGD.K¥,0,80,PAE.K),D)*FACET
125, * PVU=PRESSURE T1NCREASE DUE 10 G SUILIT
126. € FACET=2
127, * FNERGY LEVEL - C~SUIT FRUISURE LEVEL CGLe7TaNT
PVG is the G-euit «ffcect. Toogpe wing C-"rore will a%7oct 2te
C-suit iuput delayed by the vystim copehilities,
128. I ET.H=eT.J+DT(ETRI.JK-ETRO.JK)}*FACl0
29. C TAC10=2
0. N LT=i30
T 121 R CRl.L-TTRIC
132, C
133. R TTRO.XL=CLIP(ErD.K/FAC2,0,80,P4E.K)*FACS

134. C TAC8=.5
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FAC2=10
ET=ENERGY LEVEL OF THE AIRCRLWMAN
ETRO=ENERGY OUTPLUT RATE

135. C
*
*
* ETRO=ENERGY INPUT RATE
*
X
*

136.
137.
138.
139.
140.
141.

ETRIC=ENERGY INPUT RATE CONSTANT
ETD=P1LOT ENERGY EXPENDITURE PROGRAM
FAC2=ENERGY FXPENDITURE CONSTANT

ET is the ¢nerygy level of the aircrew merder. As energy is
expended (ETRO) the c¢nergy level decreases from 100 percent. This would
be restered to 100 percent when the G-forcrs were reduced to 1 over an
extended period of time; however, in this model ETRI (Erergy input rate
is equal to ycars), since the G-program extends for 400 seconds. Both

FAC10 and FACB are dimensional constants.

142. A ETD.K=TABEL(ETDT,TIME.X,0,400,5)
143. T ETDT=0,5,3,0,0,5,5,0,0,5,5,0,0,5,5,0,0,5,5,0,0,5,5,0,
l44. X 0,5,5,0,0,5,5,0,0,5,5,0,0,5,5,0,9,5,5,0,0,5,5,0,0,5,5,0,
145. X 0,5,5,0,0,5,5,0,0,5,5,0,0,5,5.0,0,5,5,0,0,5,3,0.0,5,5,0,0
ETD is & :adle function *hat reflects the M=1 ¢r L-1 -urcuver

and the guantity of energy expended by tne aircrew me=ber. The <00 and
5 in eguaticen 142 shows that in caguatives 143-145 the effort ext:rds for

nds eud the values are 5 -~ecends Lpart,

146. A 2a

147. * 2

128. C A=,

149. C 3B=

130. ¢ D

151. ¢ C

132, C =

133. ¢ C-

154, %

1i5. %

TiH. ¥

157. *

1:5. %

1o, % R U CLN)
P02 15 tTe poreent onyien satutstion of the sliore.can. This

equstion s ot lrectly frem the Rogers study Cad cothotatically
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PAO2 = H(.Sg—.égz)x (l-e-'OSL) + 98

Constants A-G are noted in vquations 148-153.

160. A EVP.K=ET.K*PAO2.K*H

161. C H=.0001

162. A VS.K=PAE.K*EVP.K*S/R

163. € R=79

164. C S=1

165. * EVP=ENERGY OXYGEN FUNCTION

166. * H=CONSTANT

167. * VS=LEYLERALL PRESSURE AND EXNLRGY-UXYGEN FUNCTION
168. * R=CONSTANT

169. * S=CONSTANT

EVP is the energy-cxygen relationship and reflects that energy
is depleted faster when the cxyeen supply is reduced. H is the
dimensional constant.

VS is a measure of cvaitable field of vision as a function of

sgen junction., R and § are dinen-

e¢veball pressure and the vnorgyv-co
sivnal cornstants. Note: Since <om: ar ument coes exist concerning
visual field and decision-risming copadbility this facter was decmed

beyond the scope of this ten-week study.

170. C PRI?ZR=Q
171. PRINT PAE,CVS,PVC,PVG,ETRO,CXX,ET
172. ¢ DT=.1

i73. C
174. C
175. CTRC=L PNV S O ET=A /1 A02=% VS =S

The Bove Tunvcidens etyal the o eratdon of thie rwdel and the
oviput. rRreRods the prister - w3 od controls boow ofien a FRINT
itom i paloocede i AT eco ety it Ie painted. DT is the rate at
which the 2v..5M0 ¢ s piler ¢ u-se o0 TH is the ltength of the print-

cut, FLI.oR Jeffnen how ofeen the Lol DGoes are plotted. PTOT deter-

TaeroWnat st d.




1v.

The mndel reflects the affects of varyving G-forces on an air-
crewman in changes in eycball pressure, oxygen level, and energy level.
The cumulative affects of these variables alter visual acuity and sub-
sequently the aircrew nmenmber's ability to make decisions and accomplish
his immediate mission.

Throughout the model constant factors have been included so as
to facilitate easy value changes for future work. However, as the model
is currently structured reascnable results are created. In Figure 2,

Model Output--Easic Run, the following veriatles are plotted:

PAE(P) - Pressure at the Eyeball
PVC(V) ~ Pressure due to G-fcrce
ETRO(E) - EZnergy Drain in Pressure
PVG(G) - Pressure Increase Due to C-Suit
CXX{(X) - Actual G-Force on the Aircrewman

e

ET(%) - Energy Level of the Aircrewsnan
PAJ2(*) - Percent Oxyv_cn Saturation
VS(S) - Eveball Fressure »nd Ciygen Fuaction

As G-iorces increase PAE, PVC, ETRO, ET, P202, and VS, all
respoend in the proper directions and at what the zuthors believe to be
in a reascrable range. As the C-pattern continues and the aircrewresber
executes either M-1 and L-1 raneuvers he eventually depletes his energy
level, ET, and is unable to continue with the precsure reducing mzneuvers.

He subsequently blacks out, Tre G-ruit hes a si-ilar but opposite affect

cpon the model.

The scnsitivity cozlyeis =7 s the cote of variable constants
and M-1 or L-]\r o “eothe =ivciew n aliere his
ing pressnre lavel o ite aifects of the-e - ovars upom
Ris eyeball proceure (Y o o r, Detely. TR 2ol llws little
éifiercnce when the aircrc. o the N-1 or L-1 {or “lcng peviods"
or whether he cxucvtes a large . hir by net holding for Jong prriods on
cash o tadiviicel 0 wver.

The actual rins are not ot 22 Jue to quized linited

brevity of this Tepourt.,
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V. Recommendstions

This type of study has great promise, for like the aircraft
simulator, this model has the potential of testing witl'out flying.

The authorswill apply for a mini-grant due te the high value potential
of this work.

The authors suggest that the model be valicdated with actual rest
data. Modifications can be casily made since the model has captured the
essence of the problem.

With the validated model the analyst can create enough scenarios
and test them so as to develop the best M-1 or L-1 rsneuver program
t2sed on the projected mission profile.

The authors believe that since each mission is plagued with
its cwa unique G-pattern that the aircrewman should be provided with
a sugzisted -1 or L-1 program based upon the antizipated short eand long

term G-patterns of the micsion.
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SYNTHESIS OF ACETYLENE TERMINATED

SULFONE (ATS) CANDIDATES

by
James J. Kane
and
Brenda G. Evans
ABSTRACT
Certain acetylene terminated sulfone (ATS) systems are of interest
as possible replacements for epoxy resins. The beneficial feature which
the ATS systems are expected to offer s their insensitivity to moisture.
Reaction schemes for their synthesis are outlined and discussed. Fin-
ally, the synthesis of certain of the intermediates required for the
ATS candidates are reported and discussed and recommendations for fut-

ure work in this area are presented.
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1. INTRODUCTION

Previous workers!*2*% in the Materials Léboratory synthesized and
characterized acetylene terminated (AT) oligomers for use as addition
curable, moisture resistant, thermoset systems. The cure process of
the tetrafunctional AT system has been shown by kinetic studies® to
involve a thermally induced free-radical chain mechanism resulting in
a cross-Tinked conjugated polyene network. Subsequent higher tempera-
ture reactions are believed to occur by cyclization reactions which con-
vert the polyene system to a variety of aromatic structures.

Early workers® *? demonstrafed that acetylene terminated phenylquin-
oxaline (ATQ) oligomers exhibit excellent properties for application as
adhesives® and fiber reinforced composites.®

More recent® work was directed toward application of the AT chemis-
try to overcome the problem of moisture sensitivity common to epoxy
matrix systems. Thus it was expected that certain AT resins would pro-
vide an epoxy substitute having all of the processing, handling and
performance characteristics of epoxies combined with the characteristic
moisture insensitivity of AT systems. This work resulted in the
synthesis of the first AT system which incorporates a phenylsulfone.

This compound, 4,4'-di-(3-ethynylphenoxy)-diphenylsulfone (ATS) (I) has

Hc=0-©0-©soz©-0©c=cﬂ




thermal properties {(after cure) described as .quite good. Further, it
met all the processing criteria for a 350°F matrix material. Composites
retained their strength properties after being saturated with moisture
at 165°F.7 However, the values for elongation to break and energy to
fracture were marginal.® Thus it was considered desirable to introduce
structural modifications into the ATS system which would be expected to
improve these marginal properties and provide a more flexible material.

Cross-link density is one of the structural features in a cured
material which contributes to brittleness. Thus the decision was made
to synthesize ATS systems expected to have modified or decreased cross-
link densities after cure. A straightforward route to this end is to
synthesize ATS oligomers with greater distance between the reactive end
groups than in the original ATS (I). Two compounds chosen for evalua-
tion of this approach are the ATS systems II and III which incorporate in
their backbone the rigid 4,4'-diphenyl and 1,4-phenylene segments

respectively.

e 0000000




11. OBJECTIVES

The objective of this project was to synthesize cempounds I! and
111. The general synthetic routes are based on the bis-phenols {hydro-
quinone and p,p‘-biphenol), m-dibromobenzene and 4,4‘-dichlorodiphenyisul-
one, all readily available materials.

A series of reaction schemes are outlined below (Reactions 1-12).
It is appropriate at this point to comment on some specific aspects of
certain of these reactions.

JI1. DISCUSSION OF REACTIONS

Three reaction types are proposed in these syntheses. All involve
displacement of aromatic halides. In those reactions where nucleophilic
aromatic substitution is involved, (Reactions 1, 6, 10) it is first
necessary to convert the bisphenol to its potassium salt with KOH. The
resulting water is then removed by azeotropic distillation with benzene
before reaction of the phenoxide with dichlorodiphenylsulfone in sulfo-
lane. The other ether forming reactions (Reactions 2, 5, 7, 8, 12) are
of the classical Ullman ether synthesis type. The mechanism of this
reaction is still the subject of study.® The active catalyst appears
to be Cu+] and it is necessary to do the reaction in inert atmosphere
to avoid oxidation to Cu't. However, it has been reported® ® that aryl
halides react with cuprous ion to reduce the halide and form cupric ion.

The final displacement reaction was recently developed'! and is
effective for displacement of aromatic and vinylic bromides and iodides
with an acetylene using the catalyst combination of cuprous iodide and
bis-triphenylphosphine palladium dichloride in a tertiary amine solvent

(Reaction 3). In a final step, the protective group is removed from the
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KOH
HO-AROH + c:©5°a©°' SULFOLANE >

HOfA R-O-@soz-@o}nﬁ« R-OH REACTION |
Iv

K5CO5 , Cul
o B"'@'B" PYRIDINE >
REACTION 2

OfA R-o—@—so @o}nA RO
9-@- ‘ 5 }@-

Hy @3P)2 PdCI
v + Hod-cmon —Cul (03Pl PiCh

.
—

bH3 (CHscH?_)sN
REACTICM 3
Hy . A
HO§~C ‘© eAR-o-@-sono}AR@c-c OH y
H3
Vi




VI + KOH —_

A

REACTION 4

HC=C {@O{A R-o-@—soz-@o}nA R-O};@C‘C H
vl

Cul, KoCO g
&@-er + HO-AROH ——3—§—->PYRIDINE Br AROH +

vill
BEACTION 5

sr©o-Aa-o-Q + chao@m ROH
X ’ %

KOH

BEACTIONG

Br AR-O*@-SO?_@O* R-o@ar

V( n-'l)
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HO-AR-OH ————> BOAR-OH REACTION 7
X1

XI +Be(JyBr _Cul, kO3

PYRIDINE
REACTION 8
BO-AR~O©OH + BO*R-O@-O-AR-OB
X1 X
Xl ——s vl REACTIONS
KOH o
X1+ cu-@soa@-cl Ol >
REACTION 10
BO-AR-O~©-502©0-AR-OB
Xiv
Xty ——> 1v(rm) REACTION Il
Cul, KoCO=x
ST = BREACTION |2
(ln:; ar-@B, Byripme> V() ACTION
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terminal butynol functions by bqse catalyzed reversed addition to pro-
duce the AT product (Reaction 4).

Those condensation reactions in which the reactants are difunctional
can lead to an array of oligomeric products. Use of an excess of bis-
phenol in Reaction 1 assures hydroxyl end-capping. However, the distri-
bution of oligomers (Compound 1V, values of n) is related to the relative
rates of the competing reactions. Similarly Reaction 2 produces oligom-
ers. In this case an excess of m-dibromobenzene assures m-bromophenyl
end-caps and, as above, the distribution of oligomers {f.ompound V, values
of m) is related to competing reaction rates.

Production of higher molecular weight oligomers may be useful to
the overall goal of this project since values of n and/or m greater than
one puts even greater distance between functional end groups. Alternative-
1y, a reaction scheme assuring formation of oligomer in which the values
of n and m are one is shown in Reaction 5. This reaction yields, among
other products, the "half-product," VIII which when reacted with dichloro-
diphenylsulfone yields V. Carrying V through the sequence of Reactions 3
and 4 yields compounds 11 and I1I1 as the lowest molecular weight oligomers
(n=1, m=1).

Reaction 5 is complicated since the desired product, VIII, will
react with starting materials to yield IX and X. IX and X can then go on
to higher molecular weight products. Consideration of the various compet-
ing reactions suggests that an excess of m-dibromobenzene should suppress
formation of X and higher molecular weight products while favoring forma-
tion of "half-product" VII1 and "di-product" 1X. It would be necessary

to do an optimization study to determine the factors which favor




production of "half-product” V1iI over "di-product,” IX.

An alternate approach which might be expected to provide over-all
high yields of "half-product"VIII involves blocking or protection of one
of the phenol functions (Reaction 7) befure its condensation with an
excess of m-dibronobenzene to yield XII (Reaction 8) which after removal
of the protecting groups provides “half-product" VI1I.

Examples of protecting groups are methyl ether, dihydropyran and
esters. A1l of these groups are relatively easily removed. However, of
the three, an ester function would b2 least likely to survive the basic
conditions of the Ullman ether synthesis.

IV. RESULTS

The synthetic sequences outlined in Section I[I represent a iong range
synlhetic undertaking. During the term of this project a relativcly small
number of the reactions were accomplished. In some cases a sufficient
quantity of a desired intermediate was prepared for future workers to
carry on to the next step. In other cases, only small quantities were
jsolated and the reaction was evaluated and described for future workers
to repeat and prepare sufficient quantities for subsequent synthetic
steps.

In the followiny paragraphs tﬁe results of these synthetic experiments
are reported.

A. Compound VIIIa (Ar = p,p'-biphenylene)

OO




This compourd was prepared in 26 percent yield ty the Ullmaen ether
synthesis (Reaction 5) using 4,4'-dihydroxyb:phenyl and m-dibromobenzene.
The reaction was repeated a number of times and the yields were found
to be not reproducible although a total of 10 grams was prepared.

8. Compound IVa (Ar = p,p'-biphenylene)

This oligomeric material was prepared in 88 percent yield by reac-

tion of 4,4'-dihydroxybiphenyl with 4,4'-dichlorodiphenylsulfone

(Reaction 1).
The lower molecular weight oligomers were separated from the mix-
ture by base extraction.

C. Compound VIIIb (Ar= p._phenylene)

a@@”

This "half-product” was prepared in very poor yield (traces only)
by reaction of hydroquinone and wm-dibromobenzene (Reaction 5). The
appearance of the reaction mixiure suggested extensive oxidation of the
hydroquinone occurred despite the inert reaction atmosphere. Presumably
the oxidizing agent is cupric ion which results from interaction of

m-dibromobenzene and cuprous ion.}®




Compound VIIIb was more successfully prepared by a two step sequence
involving first the preparation of Compound Xilb (Ar = p-phenylene; B=
CHy), 4-methoxy-4'-bromodiphenylether. XIIb was made in 43 percent yield
by Reaction 8 with hydroquinone monomethyl ether and m-dibromobenzene.
Cleavage of the methyl group with refluxing aqucous HBr gave the desired
product, 4-hydroxy-4'bromodiphenylether (VIIIb). Although the yield of
this step was under 10 percent, it was observed that a large amount of
the methyl ether (XIIb) was unreacted. This observation suggests that
another rzagent (e.g. pyridine hydrochloride see paragraph N below) would
be expected to cleave the ether more efficiently.

D. Compound IVb (Ar = p-phenylene, n=1)

Compound IVb was prepared by a two-step synthesis involving first
the reaction of hydroquinone monomethyl ether with 4,4-~dichlorodiphenyl~
sulfone (Reaction 10). The r2sulting dimethyl ether, XiVb (4r = p-phen-
ylene; B=CH,;) was obtained in 68 percent yield. Cleavage of the metnyl-
ether functions was done with pyridine hydrochloride and gave the
desired bisphenol, 1Vb, in 46 peicent yield.

€. Compound Vb (Ar = p-phenylene; n=1)

Compound Vo was prepared in 80 percent yield by reaction of the
bisphenol IVb with m-dibromobenzene. The product obtained was a viscous
clear material which is probably oligomeric (m>1).

V. RECOMMENDATIONS

The synthctic sequences outlined in Section 11 offer several areas
for concentration of effort. These may be classified into two categor-
ies. The one leads to ATS products which are monomeric (n=1, m=1) and

the other leads to ATS products which are oligomeric.




On the basis of initial experimental work carried out in the term
of this project, it appears that synthetic yields obtained with the
UTtman cther synthesis are not reproducible.  When applied to reactions
which form oligomeric products, it will be extremely difficult to obtain
product with simiiar molecular weight distribution from batch to batch.
Thus post cure propertices of such oligomeric products will be difiicult
to evaluate and to reproduce. [t would probably be necessary to deter-
minc the factors necessary for better control of the Ullman ether syn-
thesis before this problem could be simplified.

On the other hand, synthesis of the monomeric products 11 and 1]
would previde, u«fter cure, materials which would be of use in evaluating
the effect of decreasing cross-link density by curing ATS materials of
known structure. It is recommended that initial effort go into synthesis
of the wonomeric compounds.

The "half-product” Villa, 4-hydroxy-4'-(3-bcomephenoxy)biphenyl
was prepared in a sufficient quantity to take on throuch the next steps
(Reactions 5, 3 and 4) to provide the required amount of the desired
compaund 11. It is suggested that this be the first synthesic to be
carried out. However, for future synthesis of this compound, it is
strongly suggested that “half-product” be synthesized by first protect-
ing one of the hydraxyl functions of the bis-phenol with either a methyl
or a tetrahydropyranyl group (Reaction 7, Compound XI, Ar = p,p'-
biphenylene; B=CH112 or THP) as discussed in Section III.

The synthesis of the ATS II1 should be approached in the same
Jeneral wey using the reactions reported in this project for synthesis

of 4-methoxy-2'-bromadiphenyl ether, and its subsequent cleavage with




pyridine-hydrochloride to form the “"half-product” 4-hydrooxy-4'-bromo-

diphenyl ether.
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An improveient ie nace in the algerithne tur the tine-
comain integration cof the potential cerocyramic cquations,
The nLew nethoa of solution ig congciucrakly taster than the
old one (which ig elreawy abcut one oraer ¢fi meagnitude
faster than the oniy conjpetitcr) arc the retuits incicate
that consicereble cduuitional savingu cen be achieved,
cspecially ir perellel praccssing is trilized, It was notec
that with the cbove chances, the colution ot the cteacy
state problenm using & time uongir translent énalysic can Lo
taster than by direct Caussian clininaticn ot the stecacy
state equation. An atienpt .£ sace te entetiu the fane Iced

to oscillatory flows.
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I. INTRODUCTIQL :

The fiela of unsteady potential aercdynamics is

yovernea by
-Gz X (1)
where X includes all the nonlinear terms.

Using the Greens's function method, this equation cén
be transformed into an integral aiifererntial delay ecuatior
{Ref. 1)

oY, « - off Ot - Pha « b 1 e
SACEL SRS § 7 "
&
-, O] w4y
vvhere all expressions are in the Pranctl-Clauert cpace, Zsis
the surface of the Louy, Zwis the surface of the wake, \(‘ is
the voiume of the field, ¥ * 3‘,{' , ART XXy 8. (Max +r)§t.
3 « (-Mayx *f)%
anag Ey = € tor P, inside surface
-—% fcr B orn surtace
= 1 fer B outsice surtace.
The boundary conaition con the wake ig APGO or, using

Bernoulli's theorem and integrating, 4¥s constant followine a

point of the wake cr,
at (B, )= oY (Fe t-T)
where T is the convecticn tine fron Prp to By,
Using the fiinite elenernt nethou (e.9. tcr noues on the
body setting Y(P't‘9)= £Y, (T-8, )M, (P) ) cnc obtains the

differerntial-delay equction (Ref. 2)




¢ (T) = £ By Y. (T-6,) * £Cu b (T8
+ z Dk& én (T”&kt) ’i th A¢" (T_Q‘a) (3)
’f.Gn“ 4&. (T"Dhn) ‘ath¥P(T-onp)

with A‘.(f)'dcu*m)\mere“ is tue convection tinc f£ron Lic

trailing cuge to the point Py, the inces i rances over the

e i o S i

i.oues ol the body, the inuexr L ringes over the noues ¢l tlc
vicke, the inaer p rances over the roues cf the tielu anc the
index F rances over the control points on the bouy (whici: o
not necessarily coincicce with the boay nodes).

The current nethou of gsoduvion (Lei, I} agproxinates

the delay anu the derivative with citicrence eguaticns,
vamely, 1t 820 edat vhere nyis an integer anu 08w, <1
. - s - o) My = 1)

then @, (T=6,.) = (1 TV N Mt N o O e

T - my o

ine @ LT 0.) ('s“"u) - ¢, M I)) / 4t

where ¢:"w~) s R (T-m 0t),

Letting
(O]
B~'~ * “"‘nu-) Bhk
5:: LI TN Bn&
C“) z Chmst ) G * Z'i e if Mg, =0
s
. o o '%K %0
c‘;l 3 U"‘M.)Chl d 2'2' D‘lk F ”‘u‘o
- b if My =0
C.:‘: = % e - 3’7‘ Dy
) Bt im0
T 0 i "\, ¥O
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F:: TR LR X ™ if m, +0
: 0 F om0
1)
Fh: s ."A. RM - ZL* G."\
Ho = U4 Hay i my %O
2 0 i m.,P +0
N}
He ° (1= ) Hyp if My 40
= 0 it m.r'o
®)
Hh' = .‘“f H“'

.nd noting that age A{‘T'\“‘n) where Manondimensicnal §, ané
A¢:‘ * ¢M- s = £Inx @«
where §,= 1 if R = P:is on the upper side of &g
Sa® -1 1if B = P%is on the lower sice of Ly
S € othervise,
Ec. 3 may be rewritten as
€ UGk - £RD S 6 - £HD XY
= £ (B ¢, ) B2 W e th)
el (€ gemed o g, et)

e (4)
SE (D a8 v ED 48.™)
w (my) w tm,,?
+ Z (Hu' Xr 4 + H” ¥r g )
or, combining the right-hand-side terns,
«©) te) (0] IRV
é (Shk ° C’hl - é FM S’\L ) ¢‘ - ZH» xf RHS (5)

Note that fcr subsonic Llcows the nonlinear terns Y'can

be neglecteq, c¢iving
{ ( Sne ~ Ci - {-F:) 5-...)%‘:) + RHS (6)
Any solution of the transonic equation (C¢. 5) reguires
two basic macro-operztions:

1. lLiatrix procucts cf the type

Em, £

N et At 5 o e et




<. Scluticn or eguitions o. the tipe

iAuL L ﬁ"

where 1. is @ weniibear fupcricn c1 4 ler the trencenic
cace &G constent tor the suosonic cise.

The cbove alcrriithin has boch recentiy covele oo i
liglcisentec inn & conpiter procrem {(ZUSA, Feu. 3) toer ihe
vlrp08c oi alacrithn svasiaetilon {(tlhe Luboonic aiceratian ao
lijpleumentec In the procrarni SOUSSA, ci. 2). he recuvic:
Obtulineu ocre¢ in encCellert ocrctacat i oxnatting
ciperiventel anu itheoretical resuliuc. However, 1n ilc
rroceLsy ot voLsidating thc alecriuni. no enphosis wes plecced
on tne eriicicncy In LErn.L OL LCRGEY &i.G Like,

The Letprocd LleG to jortorn tle roceroe-gpcrations verc
very strailght-rervarda, The natrisi nulliplicaticni: vieg
obtaineu Ly first calcellevine the vecter on onge richo-liane-
sice anu then periorrming the ratris-vector raltigiicacion,
Per the scoore macre~cpcravicen the o pruach tohel vou tou tsc
the eguation

¢ = (T-c-Fs3)" CRHS]

(7

Tre Lyotein solition wos obwiinee wirouel Cauvician
eliminaticen Icllowew by streicht-icrwere matrix-vectior

nultizlication at cach tiic ster,

IT. OLJECTINES ¢
The objective c¢i thig rcesearchn is to iwnrnrove thic nctloc
¢of solution oi tie Gl.icvrerilaid-celay couccions (Le. )

wiich result rLror. the wiplicction ¢ Green's 1vactict rcthioc




to the aecrodynamic partial differential equations. In
particular, the goal is to cspeed up the conputer prograt
SUSAK by developing more efficient algoritrne which take
acvantage of the inherent pcrallelism in the solition., The
subsonic version of the proc¢ram, SOUSSA, will be studiec
initiailly.

Because of the very high cost ¢t conjuter tine, it is
recessary to develop tacter sclutiors to the ccroaynamic
problems in ord¢er to handle more conplex problems than hLave
previously been cattempted (e.g. viscous unsteauy three-
Ginensional transonic flows over wing-iuselage-teil
corfiqurations). lLaxinun efficicrncy can only be obtaincu by
utilizing the full capabilities of the latest conputer
architectures, Pzrallel processcrs such &s the ILLIAC IV,
Cray-1 and CYB"R 205 are currently Leing usec, and new
generationrs of supcrcompiters, with speeus at least one
orcer cf ragnitude higher than current supercomputers, are
being developeu specifically fcr the rield of conputational
fluid dynamics.

Although the algorithm used in the conputer program
SUSAN is alreacdy about one ¢r two cracrs ot nagnituce taster
than its only competitor (LTPAI'3, based on the finite
differerce method), the tine solution is still the linitinc
factor. Thus, the developrent cf nore efficient algorithms
for the time-womain integration ¢t the aerodynaiic eguations

which facilitate the use of parellel computctions ic ecsen-—

tial in crder to practically obtain results ‘cr mcre conple:n




circraft configuretions.

The proposeu chances in the clgorithn are cescribec in,
Cceticen TI11, It was noteu that aftcer these chinges Lhc
Lcolution of ¢ steauy-state problcer bLecones casler usihy &
tivce-conain trancient enaiysis than by direct natrin inver-
vion (this issuc is ezarninecd ir Section IV). Finally &en
atlten; t to extenc the same idea to cecilleateory tlewe i

presentca in Secticn V.,

ITII. TIGUE DOLLHIL SQLUTION:

Irn oraer to tecilitete the implenentation ¢r rnew
alycrithug it was cecliueu to rewrite SCUSSH, ctructured in
such a vey that exrerinentation with different alovorithne
woula be casicer., Thus, a congsicereble amolit €L Cine Vao
spent on the ceveloepment cr this nev cooe (cillicau UTEr, tor
Unsteawy Transonic ona Subsconic ferocvnaniics)., Ter the soke
of sinplicity curing algoritlm devciopnent, the coce
currertly hanalcs cubsonic only (czce Eg. 6), altlivuch the
major r.otivation ror this worik 1s the trensonic iiela in
which conuvuter coovs are estrenely hich.

The progrem UTSA is conitrised of six totally inucpen-
dent rocules, cr "vecrnents", which arc callec Ly the rain
prograti. The preograrm vas written such that each secrnont
coulu be replaceu vy cncether scgnent which pericrns the Sinc
operation, possilbly usine a uiticrent alcorithn, without
atfecting the cther sequerts, Bach tegrent 1s Lrietly
explainea belov.

1. Genercetes the Ledy cecretry
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2. Generates the bouncary conuition moces and the

generalicea-feorce modes

3. Cveasuctes . €rocuency-cornain cocl{ficients fi.c.
ratrices I, C, ¢nG T, sce ba. 2)

4. Dvaluctes coefficients relating the gercralace
cocreinates toYane the cencrariced ferecy to ¢

. ©Tvaluctec the tiwe cornain coeffiicicnts rro: the
irecuancey GoLain ccetflcloents {1.€e. ¢olarauey
ratrices RES, Cm anG F“ﬂ see Zd¢. 6)

6. Perfcrns the tine scolivion, Llicre precisely ot cach

vire step, 1t celulates
&) Lagrancian cencrclizeu coorcinates cna their
tire cerivatives (¢, and éh)
L) rorralwecch ¥, irow 4, ana 4“
c) DPeterntical ’a er¢ otertial Giscorniiiuity
a4, (i.e., =oluticn ct Eq. €) fror ¥,
«) Generalizea ferees tror @

The last segrient, andG in p.articular the calculatiorn c¢f the

potertial ¢ , is the neoct critical 1n torms ¢i ceintter

nemory anhu time and is therefcre the cubject ot this
research on algcrithm efficiency.

Is discussea in Section 1, the capproach taken in SCUGSSA
to solve for ¢ was te scive Ec¢., 7 using Ceuesican clirn-
inaticn followecd by c natrix-vect- v rultiplicaticn, %his
can be shewn to take @ﬂﬂ“-h»'ﬂr, cpcrations, where n ic
the size ot the rnatrix and hge is the nunber eof tine steps

[Tef. 4).




2 rew ¢lgerithnm is uegeoe 11 UTS? whicl utses iteration,

", 6 io vritiern oo ¢“)- RHS + (C*F5)¢“q) (e

inu the potental ¢ ic celculateu Ly iterction (the initial

(6
[

rt
c
&
¢
e

valte is that auv tle precedine tiwe cten), 7his
rolution taikcs (dgﬂﬂx**;"‘)nr, operetions, wherc ny is thce
nuaber ¢f iterctions, Since this itcerative scluition ci Zc,
f rust te repcatec at every tine steyp, this alocrithn 1c
Lieh wore suitecu for poralildelr preccgoine tharn eithor the
iinitc-uiitererce ¢r rinitc-elcient nethoce,

Ti¢ initial ecirort vas tce iwplenernt ICGUOLL &t the

research feacility (fylin APT), stuc: its methoo oi golutiorn,

LEG than exporiment with oitfcront kicve ¢lccritrns ror
vertcernaing the Lesilc nLacro-corecreticne, SCUESN wis

steCecetuily convereed Lren PORTCZD IV to DOPUYRAIYV v Lho

oclin ceaptbine fecilicies, ono resuitl oetainec corrcaiatce
cractiy witn thole obtiitew previcusly ot Tecten Unaiversity,
Thic wac cone in orcer t©e ke cwle te veliaucte Lie resulte

ftroun UTEL.

IV, SRDLEY SUETD SCLUTIC:

It stould Le noteco that fcr bick subscnic {lewrl, the
watrin € is hichly sperce, Tihcecrefore Jle suniber ¢f cicr-
aticng, ny, required rer thpe colutien o the cysvenm i
cuations 2t cach tine stoy 1o MgCMgMgNg  vicre Agio Lic
nur.ber ci equations aelu Ay is the larcest nunber of rorzcrc

. . B O
c¢r.tries in the rovs oi C)

(8 ctands ter spyarcercosctd. Yho
nunber ci ozeretions requirec ¢t cach tinc step to evaiudte

. . .- . 1 .
the right hand sice is 'nete thet C arnc clarc ireated o




tully populated)xk=-2n: . Therefore the total number cf
operations requirec tor the solution, N 7 ig

TO

Ny < (2ng" 4 ng ng Ny ) hy ()

As notec by Tseng (Pei. 3), if ateeand E*, C', anc C*' ¢c

to zero, Ec. 6 recuces to the cteady state equation
YaBY 0 VY

This implies that, as cur experilence incicates, the irntecra-
tion scheme is steble even for very lasge at. Cn the other
hard as aAt-*e the natri: Cmbecomcs fully gorulated
(n,—’np, thereby cdecreasing the acvantace of Causs-Seiuel
iteration over Gaussian eiimination; even convergence of the
iteration scheme becomes questionable. Hence the best value
ot at is a tracde-off between reducing the nunber ct tine
steps anG decreasing the number of operations per tine Steg.
Our results inuicate that converced results can Le obtaineu

vith n“-10, ng~ 10 and ng~ 5, which ylielcs

N, < 20ng + Sbon, (1)

Compering this with the operctions reguireu to sclve
the system by Gatssian elimination (Ref. 4, . 36, ec. 9)
6 . 3 2 * 4
Nee T Ne *Ng -3 Ne
one can sece that for a large rumber of ecuitions the time
domain solution is faster than the Caussian eliminaticn
solution, T[eor instance for n = 10y,
™ o€
=2 4 cas H
n‘u 150,000 wher Na. 3"’3, 300
V. OSCILLATORY SQLUTIQL:

Section IV cvealt with the problem of steacy state




ii1ows. In this cection cscillautory flews are cohsiucrce,
Such o« ilow ocuurs vhern the nerraivacl. ic agiven Ly

~ . ~ o R
' NORE S A o

~
1

Vier Q‘ Sre <o len coneidinus arnc # 1nuleiics COLipl€a-
conjucete vaiue. (These cscillatory bLeuncory conciticis crc
conbiret with the ztcooy-Liere bouncary concitions,
euever, the pronlens ic lirecr anc therefire the tuc
L0ittions LrC weeouUp iCG o €ot. be weclit with

incependently) .

For the calke o clarity eniy & lincar problew vitheout

vale (i.e.r;: Gg !hi 0y 15 consiucred sere, I ohio coce,
&ogolution to ¢, 3 witkh Lounaary concditions ivel Ly TGl 11
3 p4AT _ 54 _-iaT
. . - 4 - P
is ¢f the tvpe Q;LT) = §.e O A h
~

where ﬁ‘;rc ceustant. Corliirine thic cquatior with Do, 3
(vith lM-» hh;r ) vieles

ane ¥ CiA® o~ ’
§, - LB, e ‘5(‘~~'140,K)e“-@‘ 113

cr Csn.. - (Chg tinL oal.)t-‘neu‘] {§‘g
] 1]

The abeve uveuotion is the bagic bor oucillictor; Lcrouy-
natice,

The anealysilc ¢t fecticn IV iruicates thet cotainine ¢
Ltcacy-tteve solutien threouri ¢ tince-doriin crad: oie oy
require less opcreticons (sec Mg, £ tien chbteining the Lawe
sclution Ly Coucgien cilininatiorn (sce Ca. 10},

A cuestion that lnweciateiy cricces ic whether it s

jossible Lo acconpilel sariler rccults 1cr osciiltutcry

e




tlows. A method to accomplish this is proposed here.

Advantages and disadvantages are discussed. Ultimately the
algorithm should be validated by writing a computer program
and comparing the results with those obtainea with the
frequency domain code.

The method proposec here is based on the idea of
replacing the function in(T) with the ecmnplitude cf the
envelope of the oscillatory solution. llore precisely, set

g, (1) = § (1) etT 4 BY (AT (1%)

liote that this eguation differs from Eg. 12 because g‘
is not a complex constant but a comnplex function cf timne.
tlote also that z&(T) is rct unigquely cerined by the above
equation (in other vordas a given Q(T) yields a unique value
fcr §(T), but the reverse is nct true).

Combining Egs. 11 and 12 with Eq. 6 (with = C) yielus

E et L £ T
. £8,, [Gu A lT-0,) | i‘: it (T~¢..)]
sfC.. E‘,‘ (1- OM)c“"'.“") . 6: ‘T_q\.)c-zALT-O,‘)J (16)
YL 0 (], (- o)t | gt (1_g ) saer-e)
vin §, LT-%)Q“‘""“’ - in&: “_q‘)‘-uur-o..)J

Finally, by equating the coefiicients of MTanc (;AAT'

one obtains iu (r) = é&n AR, fl
YE (e ’UU\-.)(“""' 5,.(7‘ o..) (17)
+ £ D, ™ i“ (1T-/,)

anc its comgplex conjugate. (Note that having equateu the

P - . . 2
coefficients of €' and e‘"mdependently, the functions Q,\
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ana i: are now conpletely cefinec). The above eguation cer
Le sclveu approxinctely in the tilue donail Lsing the Lane
approachk uced tfer the solution of E¢. 3 (i.e., approsirating
Eg. 3 with De. 6). 1f tle golution ih(T) reackes a steacy
state, thken
' i‘.) a lim 5“ (T)
[ T"w (18)
is the cesired colution tor L¢. 13.
In orcer Lo cppreciate ona unacrstanc the subtleties of
the methou of solution introcuced avove et Ls apply ic to a
sinpler prokler, such ¢s
%+ ay s Aei.n.t . A“'iﬂ.€

x(o0) =B ()

The scluticn ot the above ecuation ic
Xe o, Mt L ateint et 120)
vherc C is ceternined Ly the initial conwiticn, which vields
¢+ B 'J%]_ = Zéih (21)

Ife> §, 4o t gece tec iniinity, the last terrn in the aleve

eguation ¢oes to zerc and one obtalns
(] . ] H
—_— -t
X lt) =~ I Aelt o Ale (22)
hext consider the ncthoa introauceu above: sct

X ()« @) R | g e) iRt (23)

anpdg combine viih D¢, 1¢ to obtain

»

X +Gasa)X =4

X (o) = B8/2 (24

anC its cowmjlex conjugate, The sclutien to tie ahiove

cauatlion is
~ A -{wein) 4

X * Ton e (25)

where
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8 _ A
0= T ~&r (26)
Combining Egs. 23 and 25 yields
A * s
—_— ARt A -t AP
xle) =g e oy C L, (DY)t (27)
&

(with D + D' = C) in agreement with Eq. 20.

The main advantage of using Eq. 24 over Eg. 1¢ is that
if only the steacy-state (oscillatcry solution is aesireq,
then using a numerical integration scheme yielcs this solu-
tion even with very large time steps (larger for instance

than the perjioGg T» 9%L of the steady state csolution): the

evaluaticn of D&t

detericrates as 8t increases, but,
as long as this tern goes to zero, our objective is
attainea. On the contrary the uce of Eqg. 19 requires the
use of & snall time step (typically many per cycle ot

oscillation) in order for the solution to Le accurate.

atinnm, i o L S it ik - [ SR PR



VI.

1.

PLCCLLEIDATIONS -

The followinyg recommencuations are macc {cr the

cor.tiruation c¢{ thic rccearcth:

Valiuzticn of the work wone on the oscillitory
soluticn throuch the acvelornent cf &an ocecilletery
versicn ¢f the program UTSA

Extcension to nonlincar problens, wherc the issue is
that higher-frecuency components arc present
Fntengsion to ceroelactic problews, vhere tle iszue
i that the trecguency is not kroun a priori
Vecicrizatiorn of the proorarn UTER, irow which tihe
d\f term in the caiculation ci the runber ci reccegs-

sary cperations conl we recuiced
L
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I. INTRODUCTION:

The use of biocynemic computer-tased models for the prediction of
human body response tc mzchanical stress has become an extremely useful
and cost-effective research and duvelcprnental tool, especially as an
alternative to direct ex;erimentation with humans and animals. These
aodels attenpt to simulate or predict the forces and motions experienced
by a body in high-acceleration events such as impacts or from sudden
forces such 2s wind shear. In particular, the Air Force is interested in
the reactions of aircrew personnel to such forces typically encountered
in various phases of flight operations, including emergency eiections from
high-speed aircraft. Such a hazardous environment is well suited to com-
puter modeling, and with proper execution considerable insight of body
motion and stresses developed in the body can be gained.

The Modeling and Analysis Branch of the Air Force Aerospace Medical
Research Laboratory (AFAMRL) has been using a human body modeling program
xnewn as the Arcticulated Total Body (ATB) Model for geveral years. The
nadel is besed on rigid-body dysanics using Euler equations of motion
with LurTenss-tvve comsiraints. The specific configuration uses 12 body
szgnents (head, neck, upper torso, canter torso, upper arms, lower arms,
upper Jegs, lcwer legs, and feet) and 14 joints between the segments.
Although it was originally develeped by the Calspan Corporation for the study
of human - body and anthropometric-dummy dynamics during automobile crashes

for the United States Department of Trzncportation (Fleck et. al., 1974,

Fleck, 1975), the aATB Model was suffic’. .tly z¢ . ral to 2ll-w =z ~ulation of
whole-hody articulated motion resulting
arceleraticrs zpplied to the tody. Tur:tlernore, modifications Iovelving
special joint forses, acrodynemic foreos and a corplix har.ess svsiem were
added to accomrodate specifiec Air Force zpplicaticns (Fleck and Tatler, 1973).
The ATB Model, although realistically reflecting human body structure,
mass distribution and tissue material properties, presently has the serious
Trodtatdion 0F only sitaVating evients with -uecive inter-al rec-e-o-s. The
eress, waolc-body motien is no dijffcrent Tor hu—man aircrew pors. el data

than for anthropometric dummy or cadaver data. What is needed is the

!=plementation of an active neurcwusculature to simulate both voluntary :nd
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to externally imposed forces.
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II. OBJECTIVES

The objective cf this Sumzer Faculty Research Project has been to

c2fine and fc-x:lefte zethodolosies Zor izmplementing active muscle effects
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48}, Severzl cormziderarions were involived: (1) the present model was

~ut to be alterad, (2) basic muscle phencmena such as the length-tersion

¢ and reecive viscoelestic properties we:e
to be included, znd (3) particular enrrhasis was to be placed on muscles
acting in the torso and neck region which affect flexior, extension and
lateral motion of the trunk.

The obiective was approzched as follows: (1) A detailed literature
search on muscle functions and current techniques used was perfcrmed.
(2) Based on the results from the literature and theoretical principles,

zuscle models were formulated. (3) The new muscle mocel

tructure., (&)

s tie =zrpreach used in fulfilling the

o

objectives and therefore will bhe -rzanirsd in a sirilar fzchion.

c
is held iIn dits co.vect positizn 0 the body by dovers of fasci The ruscle
fs atteched to the “res via o ‘hne, while thre Tutericr is (=T ed
into longitudinal sectices called the fosciculi, cach oo IoTlid-

dual wmuscle fibers. The fibers zre envelcped by a ci rective tissue ceiled

vsium, which transmits the force of the ~uscle contraction from

IS e tg the t ) e U7 sl TURYY)

v s e ) . B
wTAsier L0 L@ Toice 1l i £

She to.scie Tilors do oaot T :

tendons, as they do in fusiform muscles. They can be arrenged in unipe

bipennate or ~ultipcrrate form, thus altering the force tranemitiing




teristics (Fig. 1).

The muscle fiber, although the basic structural wunit, with a diameter
of 10~60 ;. and length from several millimeters to several centimeters, can
be subdivided further into myofibrils of 1y diameter. These myofibrils
comprise the hexagonal array of protein filaments that are directly respon-
sible for the contractile process and give rise, with appropriate stains
to the peculiar striations that are characteristic of skeletal muscle
(Fig. 2). A repeating unit known as the sarcomere is defined by the verti-
cal z-disk.. Two types of protein filaments are distinguishable in each
sarcomere, thin ones about 5u in diameter and thicker ones about 12}
across. The thin filaments contain actin, globular molecules in a triple
helix, while the thick filaments contain myosin, long molecules with
globular heads. The thin filaments are each attached at one end to a z~
disk and are free at the other to interlace with the thick filaments. The
A-band is the region of overlap between thick and thin filaments, the
I-band contains solely the thin filaments, while the H-band is the middle
region of the A-band into which the actin filaments have not penetrated
(Fung, 1981).

The actual contractile process takes place at thne juncticus tetween
the myosin and actin in a process known as the sliding filament theory
first presented by H.E. Huxley (1953). The myosin molecules consist of
a long tail piece and a "head". The tails lie parallel in a bundle to form
the core of the thick filament while the heads project laterally from the
filament in pairs, rotated with respect to its neighbors to form a spiral
sattern alorg the filament. hese heads seem to be able to ncd; thev lie
clese to -~heir parent filement in relaxation, but stick out to actin 7ila-
ments when excited. Thus, during muscle contraction the Tuscle fider
shortens as the filzments slide ovver each other, foraing, brezking and
reforining chemical bonds tetween the myosin heads and the glebular actin

molecules,

TV,  €TIUATUDAT MANE] AF CURIETAL WUECLE

If a muscle is not stimulated neurally, its tensicn, due to the
contractile process, is extremely small. Practically all the tension

cheerved when 2tyetohirg the resting ruecle will Be due to elastic




structures which lie in parallel to the force-producing sarcomeres: the

sarcolemna (sheath) of the individual fiber and all outer cornective tissue
sheaths (fascia, endomysia, perimysia). Thus, a set of parallel elastic
elements (PEs) some of which are to be considered in parallel with each
sarcomere of each fiber and others only in parallel with the whole muscle.
Because these tissues move in fluid, appropriate damping elements (DE) also
nced to pe in-luded when stimulation takes place. The contractile proteins
produce tension wnich, via elastic components such as tendors, is transierred

to the end points of the muscle. These components are termed series elastic

elzpents {SEs) Ha:zze, 1681).

Thus zhe following model based on Hatze (1381) can be constructed
(Fig. 3). At both ends of each fiber are lightly camped SEs representing
the tendinous parts of the fiber, and for each sarcomere two lightly damped
SEs representing the elastic structures within the cress bridges (BEi) and
the z-disk (SEi). The parallel elastic elements for each sarccmere (PSi)
do not individually contain the damping components, since the sarcolemna
attached to the z-discs dces not allow appreciable movement. The cemping

zxternal structure and is thug placed

resent

B2 e

"

elenents of the protein. Any macs of the sarcomeres is disregarded,
zszecially when compared to the Tuch larger external Tass that the muscle
ccntraction xust move (Xatze, 13581).

Obviously such a distributed model for a ccmplete muscle would be much

too complicated to use in a wmultilink svstem of the human body such as ‘he
fr ; the distrituted svstem to & = "7l :rp
coe fastifizble zrsmmption is “hat 811 ¢

the SEis for cne fiter can

of lc-gth Xsi, the ::me

»lorents CEi’ REi and ?Si, resulting in
eguivalent lunped elunents.

A eirmilar prac eg e znnliad dn ocnet TTtoes Trto ety units, The

SeIvous s CeeS "Ll Cvatk0l Siogae T~ [T O Y

the form of a functional unit, the motor wpit., Zach motor unit censists

cf the motor r-uron producing the neural input si_nal to the unit, and all
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of the fibers thiat are innervated by bra-ches of the motor neuron. In

gzneral, the co:or unit Zibers are discributed randomly over a certain volume
of the muscle and all have similar morphological contractile and histo-
chemical profiles (Ciose, 1972). Also, assuming BE to be very stiff, as

suggested by Hatze (1981, p. 66), results in the final lumped model (Fig. 4).

i For the paraliel elastic element, extensive tests on the tensile
: properzies of rasting skeletal ruscle czrried out by Yanmada (1970) indicate

an expunential force-straint funcrion:

£ =na 5(5-1)_1 M)
e

?E

where fPE is the force develcoped by the PE normalized with respect to

maxicuem isometric tension in the nuscle, a and 8 are constants and is

the strain:

E = ° (2)

and 1 1s the resting length.

7g. 1 to che data of

NES

o
3

)

3}
n
il

vil.es of o = (0G

strain curve is shown in Fig. 5. The SE and PS elemznts exhibit {orce-
strain functions similar to the PE (Setre, 1981) and will be discussad in
sore detail later.

The velocity dependence of the danping element (DE) can be exrressed

as for a sizple mechanical dashpot:

“lere f_ . is the ncrrmaiized ferce and 8 is the visccus denping coelficiver,

DE
Tor che cat, Z:.a et.al, (197€) h.ce Jed:vsinag
3 - L€ o the plenteris yesting length
(1o metric tarsion (FHAX = 1600 gr) vields
B =
g «la o Tw o odive L frrent dn the ~odel.
Y SEE I T T ¥ TR N A R S . EE N N LT,

ceatractive history, velocity of mcvensnt, the dexree of stinmulaticn and

its terperature.  Powever, for practical purposes and 2s discussed later,

6-9




The length-tension relationship is determined by the number of active
cross links or filamentary overlap and can be adequately expressed from
the data of Gordon et.al. (1966) by the function suggested by Hatze (1981,
p. 42):

-1.112 (§-1)

fL(E) = .32 + .71e sin (3.722 (£-.656)) )

here fL(E) is the normalized force due to length-tension relationships
and £ = A/X with .58 € £ < 1.8, where X is the instantaneous length of CE
and X is the resting length of CE. This function is shown in Fig. 7.

The force-velocity relationship is determined by the rate of breaking
and reforming the cross bridges with higher rates producing less effective
bonds. To account for the whole range of negative velocities (shortening
or concewntric contractions) as well.as positive velocities (lengthening or
eccentric contractions) Hatze (1981, p. 44) has defined the following

expression:

-1.409 sinh (3.2n + 1.6)}-1

fv(ﬁ) = .1433 {.1074 + e (5)

where fv(n) is the noirmalized Iorce due to the force-velocity relationship

and

RV (6)

wvhere VMAX is the maximum concentric velocity in muscle lengths/sec. and
€ is the velocity azain in ouscle lengths/sec. This relationship is shown
in Fig. 8.

Scrutinizing Ffgs. 5-8, several important conclusions can be drawn.
The passive force-strain property (Fig. 5) shows an exporential increase

with very small values (ccmpared to the maximum isometric tension or

mavinum voluntary contracticn (MVC)) for strains less than 20% and very
large values for strains greater then 50%. However, strain values of 50% i
would not be reached during normal movements and thus the passive force- i
strain effect sliould be regligible in the normal neurcmuscular response. 1
The passi.@ vosut a8 Jawping iooces (rig. 6) shivw a (incar luadivese
with strain rate (). Force values equal to MVC are obtained for ¢ = !
3.125/sec. Since the maximum velocity for slow fibers is 2.9 muscle lengths/
~+¢  (H:tze, 1381) fairly substant?al viencus drrmaging forces can be
cbralined.

The active length tension relationship (Fig. 7) shows a fairly peaked

6-10

|
|




(1L

A

0

)

$0

P JMIN3IDI - e - — - = DINANIINGY ——- - e
$0 0 $0- oi-
JISNONIYI3Y ALI0013A- 30808 3TOSAN 8 Diy
,038 3 - 218 Nivus
» [ 2 ] ]
530804 ONIIWYD
SNOISIA  F1ISNN JAISSWI 9 D1y

o1 €0

? - NIVYIS

dIMSNOILYIIY NOISNIL HLION3T 310SnW £ Bi3
3 - NIvHIS
ot S0
M -~
L
NO'IONN S
NIVH'S - JRI0g 1SR dnnuvd 6 B

6~11




it e e s

v 5 A

b e e e e b Sk A e -4 i e

e e s i e vk

S ——

response with a 20% t;duction in force for € = + 20%. Therefore, the length
tension relationship shows a significant effect that should be accounted for.
The active force-velocity relationship (Fig. 8) shows a rapid increase
up to an asymptotic value 34% greater than the MVC for eccentric contractions
and a very rapid decrease in force (down to zero) for concentric contractions.
Therefore, the force-velocity relationship should have a very significant
effect in normal human movements.
Now, combining the model in Fig. 4 with the above-derived Equations
1-6 yield the following overall force equations

fse ™ foe * fps M

f=f _+f _+°f (8)

v. INCORPORATION OF THE MUSCLE MODEL INTO THE ATB MODEL:

With the consideration that existing features of the ATB model were to
e used for the incorporation of muscle elements, two possibilities arcse:
(1) tc use the srring~damper routine or (2) to use the advenced resirzint
system of harness and belts. The spring damper routime was quickly cdiscounted
“zcavse, as the name inmplies, ounly a direct spring force proporticnal to
displacement were available. Other functions such as the length-tension or
force-velocity relationships could not be accounted for. Furthermore, the
spring-damper functions were limited to second power polyncmials, which weculd
be insufficient to fit the required forms of the mu=cle properties.

The harness routines provided a much better alternztive. First of all,

the functicnal form of the harness forces allowed the use of four terms:

NF(2,€6) = NF (€) + NF, (FINF,(€) + xra(é) 9)

where € = strain, € = strain rate and XF = functicral form of force.
Secondly, each of the terms could be expressed either as a fifth order
pelv-=cmial or a2s a tabular function for more cemplex simulations.

On the cother Laud, luere sre si1ill ilmitaticns «ioiin the Loco w:s
routine that restrict the effectiveness of the muscle model. Obviously,

from the functional form of Eq. 9 only three elements can be modeled

6-12




zlequately. Furthermore, all three of these have to be in parallel, since
fcrces add directly only in parallel. Series elements would require complex
integro~differential equations in NF which can not be replicated with Eq. 9.
Thus, the series elastic element (SE) needed to be eliminated.

The elimination of SE can be rationalized by considering SE to be a
very stiff spring which is supported by Bawa et.al. (1976) who found
KSE = 380 g/mm as opposed to KPE = 103 g 'mm. Eliminating SE vields four
2lements in parallel, two of which are parallel elastic elements. This can
e combined into one jperallel elastic el:zent, yielding the firal simplified
wodel in Fig. 9. The functicnal forms for each of these elements have been
given previously in Eq. 1,3,4, and 5.

Simulation of Elbow Flexion - The simulation of elbow flexion (Fig. 10)

consisted of three segments: the upper arm, the lower arm including the
nané and a mass held at the center of gravity of the hand; and three joints:
the shoulder which is fixed to an inertial reference frame, the elbow modeled
as a hinge joint and an unconstrained joint acting as the attachment betueen

+he haad and the mass. One muscle was attached to act as the comtination of

zlmow Ilevors, the “iceps Tvezhii znd

fer the segments and centers of gravity were taken from the data cof Dexrster

*h

(1953). The origin of the elbow flexor was put at the shoulder joint since
the lcng head of the biceds even crosses the shoulder jeint (McMinn and
Butchirngs, 1977). The insertion was set at 1.8 inches from the elbow cor-
responding to the biceps data of Wilkie (1950).

tha elbhcw flexor «as calculated from

The =maxis

*he data of Wilkie (1%30). fzcis maintaised a [0kg wel

wrist with a lever ratio “etwien —uscle Insertion distznce and the moment

um jsoretric tension of 133.3kg

[«
arm of the weight of .15,
or 293 Yvg, Thisg - avit fs .oniTrred Wy crews-cect’ w2l areas of 4.6 cm

2 -t

gnd 7.0 cm”, rispecti.ely, for the “eops 2ad brachialis (An et.al., 1981)

multiplied by the maximum muscle force of 10 kg/cm2 (Patze, 1981) to vield

255 lbs. This value is 1:.7arvkebly clese to the more direct value, considering

for. As a result, a value of 300 lbs. was selected as the maxizum is--etrie

tension for the elbow flexors.




Fig.9  Simplified muscle model.

Fig. 10 ~RATCMY OF THE ELBOW FLEXORS

BICEPS BRACHII

HUMERUS
ZESoMIALY 14ASS
ULNA P - ’/
";’——/_-‘“\\- _ é@‘é%
S —— _ ;_/‘—J;j\;wé’
CAFITULUM \//_4\<’-’" "
RACIUS
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Speciz] modificaticns needed to fit the four muscle functions to the ATB

2cdel included -he following. At presznt, the ATE nodel doesn't ajlow

necessarv to pretighten both the length-tension function and the muscle-
spring function so that under extreme concentric contractions, the calculated
strain would still be pesitive. Strain under pretensioning is caiculated as

cliows:

Iad]

.1
€ =y, -1 (10)
(&)

-l

where s = slack (negative if prete-sioned). During a resting statle when
ncrmal strain € = 0 a pretensioninguf s = 10/2 vields €” = 1. Then € and

€” are related by:

-

e’ = 2e+ 1 an

Thus for normal strain (€) ranging from -.4 to .8, pretensioned strain

(") would range from .2 tc 2.6.

The velocity

e lenth per seccnd. For siow “witch fibers, as typically fcund in the

sculature, the —:-i-am ve'l. ity is c-oxirately 2.9 muscle

r
sec (Haize, 19%81). Thus Eq. 6 can Se used to cefine n needed for the

Stary Lol
ivers duan, Ilcweving

sioduced tOrgne God il - o Lp o vililig e LEs

Muscle forces as a finction of time for varicus masses and conciticns
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foontd e (ihe -2 “unctions zre replaced by dummy variables) while

ricing rthe corrlete elbow flexor. More conpl

2Le

results including the arpular Zisplzcerent and strain at 236 msec, and the

.
velocity ard resulting n for the various conditions

r crred by these simulations. Fc~ exzmrle,
Fig. 11 shows a constant muscle forceover time for the isoiate¢ muscle-
r

spring function for two cifferert wneses (m = 80 and m = 200). 1In both

czses the 1owser & pivors down (36° end 43° respectively) but the
muscle strain is too srall te produce any significant increase in Tuscle
force. In fact for a cempletely extended forearm, the resulting strain of
13.9% is insuificient to produce a significant muscle-spring force. On the
¢-kher hand, the ferces produced by the passive damper emount to a significant
Z0% increazse sbove the maxinmum iscmeiric tension (Fig. 12), which results in
a substantial sicwed descent and recuced angular displacement (Table 1).

The re in muscle fcrce 2ve to the length tension relaticnship

The active e P »roduces & 07 ficrezise It firce
for a -ewentric contraction (G- 80) =o€ a 1A% reduction

certiaclion Wl

fce reduction as

in & much faster contraction and cunmscr aTtly greater

shown nore clearly in Fig. 15 for the force histeries for the ocrpleie =1hiw

Semtric comtraction with cres = 1 1k at v

aoc=l re T erion in werle Toice. shls o predeiliaal doeiwe o vl Th e

muscle force on the veloucity of contraction is shown even more distinctly

in Fig. 16 in which the time plots of foivce strain ard strain rate are
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SIT2IARY OF ELBOW

FLEXION SIMULATIONS

I
(¥§s§ Parameter Spring Damper Length [Velocity|Tomplete
s Muscle
Angular Disp. (o) -90.0 -79.0
Strain -.162 -.159
© 1 in
- Muyscle Velocity -“— -27.8 -8.65
-~ secC
-~ Strs:in Rate -.805 -.250
z Angular Disp. (o) -12.0 -6.0 -5.9
2 30 Strain -.031 -.016 -.015
4 , 13 _ _ _
c Muscle Velocity sec 3.04 1.05 1.04
[®] Strain Rate -.088 -.03 -.03
Angular Disp. %9 1.8
Strain .005
40 “uscle Velocity %E .330
sac
Strzin Rate 010
ar Disp. () 29.0 26.0 28.4 26.¢ i
(& Strain c90 .063 .069 .039 052
7|80 lrucets vetoerey 12| 608 s.39 | 6.08 | 4.99 436
= Strain Rate 176 .156 176 144 .12
=z e
w ingular Disp. (%) 43.0 41.0 43.0 29.0
“ . L |Sirain 097 0935 | .097 .040
vieste Tetucity (2| 7.65 7.29 | 7.65 7.12
Strain Tate 121 213 221 256
S SR SO Y SRR N R -
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Fcrce and strain rate follow

c:perimposed.

scu.ature

%

compared te the strain function Thus, for
force is determined primarily by the s:train
Simulation of Trunk Mu : - &:

different vertebrae. Thirdlv, the lines of

not always in straight line, e.g.,
Fourthly, the vertebral joints are

additional force-bearing capabilities.

ATB model (Butler and Fleck, 1980).

of the above complications were avcided and

musculature was constructed.
The model as shown in Fig.

rzpresenting the majer lateral hendinz muscl

all four muscle-harness systems were placed
Seing applied.

for the neck -~ were as follows:

af v RS IR

A procedure siailar to the eil.w 1lexor
cress-sectional areas from Takashima et.al.

tsrmetric tersion for the neck muscle groups

6-20

Sack and trunk and ecually manv for the neck region.

limit of five muscle harness systems for the recently added feature on

Therefore, for the present effort

17 consisted of four muscle-harness

to restrain the seated operator and since only laterea

The four sajor musclie groups used - two for the

almost identical curves as
the present simulations, muscle

rate functions.

izmulation of the trunk musculature
is a much more difficult undertaking than simulation of the elbow flexors.

First of all, there are many more muscles involved, close to 20 for the lower

Secondly, some of the

Juscles, such as the erector spinae, have many attachment sites betwen the

action of the muscle forces are

the intarior and exterior obligues.
complicated by the ligaments and their

Another restricting factor was the

the

most

rrunk

a very simple model of the

es. OCne harress

b

on the same side as the

1) Interior and exterior oblicues - which tend to curve around the
trunk at the a%cmen but 3r¢ <ver a fairly short distance verti-
cally.

2) Pscazs, erector spinae, cuat.ztos lumborum - which tend te be

in the pelvic 2rca@ and insertirg in the theoracic area.

3) Trivesius - originsting later=1lly on the sl llers &nd ivserting on
the «vull,

4) Scalerus, levator scapnlse, sturpocieide-egsicid - which originate
cleser to the midline than tvoj-z7us and irsert at various levels

CWEG

usia

sinitleiion was fel g

(1979) to determine maxitum

, maximum lateral hending forces

o

i ks




(225 1bs) from McNeil et.al. (1980) proportioned between the two trunk muscle
groups according to Rab (197¢9) {which is more accurate than using the first
technique) and finding insertions and origins in Takashima et.al. (1979),
Williams and Belytschko (1981) and Rab er.al. (1977). This information is
suimarized in Table 2.

The study of trunk musculature simulated the conditions experience bv a
45% male air crew perscnnel in a series of tests run in the Dynamic Environ-
ment Simulator at Wright-Fatterson AFB, OH. The full ATB Model with 15 body
~ gments and 14 joints was used alcng with the addition of the four muscle
groups described previously. The body segments were arranged in the semi-
reclining posture maintained t, air crew personnel in the cockpit (Fig. 18).
The lower trunk was restrained by a lap belt; any other restraints, such as
shoulder pads or hands placed on controls, were eliminated. A 2 Gy lateral
force was applied to the body and the acceleration; velocity and displacement
of various body segments was recorded.

A graphical display of the shole body response to the lateral force
cver time is shown in Fig. 18b. For cemparison purposes, the response to
ilervizal conditions except for the Iack of muscularure is jiven - Fiz. ISa.
Although the musculature does not cempletely prevent the lateral deflection
of the body the response is significantly delayed with the head and neck
maintaining the upright position for a longer period of time. This result is
better observed in Fig. 19 which plots the angular displacement of the upper
trunk for both conditions. At the end of 256 msec the zngular displecement
is reluced by 12° with the use of ~usculature. Bzced on *re :ime Flstory,

the response with the musculature lags up to 30 msec herind the co-t

VI. RECCMMENDATIONS:

These tuwo surjes of sinularicns validate the use »f 3 =imple — .scle
function to medel an active neurcrhuscular respornse to JyroTic mechanical
stresses. However, for a more accurate simulation three modificaticns are
recomnended:

1) T2 sui.eloceortly Losol Ll ol Lol o R - R

than 5 harness (muscle) systems neced to be permitted by the current
version of the ATB. A minimum number required for the teorso and

a-rk owould e 20, A At oAl 2N e ted Ter tte 10 ta,
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2) To more accuratelr d:-.ribe the muscle performance, features such as

the active state ‘unction, force build-up time, delineation of slow
and fast twitch fibers, orderly recruitment parterns, fatigue effects
and reflexes could be eventually included inro the muscle model.

3) To account for the irregularities of the humar body, a more detailed
modeling of joint biomechanics, range of motion of limbs, multiple
muscle insertions and the eifects of ligaments should be included
into the ATB Model.

A very important application for a completely muscularized ATB Model,
besides the Air Force pilot simulativns, is the simulation of manual material
nandling tasks in industrial jobs. The prediction of werk strengths during
dynamic job activities is a very desirable emplovee placement technique and has
been strongly recommended by the National Institute of Occupational Safery

znd Health (Chaffin, et.al., 1977). Present results indicate the muscularized

ATB Model to be a very feasible apprcach with good future pctential.
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Static and Dynanic Response

of Aircraft Shelters

by
pavid L. Israel i
ABSTRACT
The feasibility of a fourth generation aircraft shelter
is investigated. The development of mathematical models,
simulating a double-radius cylindrical shelter are presented.
The models are analyzed both statically and dynamically with
the use of SAP IV (Structural Analysis Progycam).
Investigations of various loading conditions were
performed to determine the effect of assumed threats on the
structure, Structural response under each of the loading

cases is studied in an attempt to determine which parts of

the shelter will be subjected to the most severe stresses.

Suggestions are offered as to which type of model and loading

configuration would be the most representative and realsitic

for any future development in this area.
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TRIALS AND TRIBULATIONS AT THE HELMET MOUNTED OCULOMOTOR FACILITY

by

A. Terry Bahill & Jeffrey S. Kallman
ABSTRACT

We spent most of the summer debugging the Helmet Mounted Oculometer
Facility (HMOF) equipment, On our last day we were finally able to gather
data on human head and eye coordination. We brought this data back to
Carnegie~Mellon University; we were able to put it on our ccmputer system and

arnalyze it with our prog:-ms.
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I. INTRODUCTION

At the beginning of the summer I stated that my objectives were

1 To present seminars to the Wright-Patterson AFB community. I presented

the five seminars listed in Appendix A. The average attendance was 20.

2 To learn to use the Helmet Mounted Oculometer Facility (HMOF). The

proceedures of operation that I wrote are included in Appendix B.

3 To record human head and eye movement data under a variety of target
ncvement conditions. We have filled up a computer disk with data. It is
presently in my Laboratory at Carnegie-Mellon University. I will analyze

this data during the period of my minigrant.

Tne following narative written by Jeffrey S. Kallrman sunmaerizes our

activity directly related to the Helment Mounted Oculometer Facility (HMOF),

The virtual cockpit is an idea that has existed for many years. 1In
essence, the idea is to present a prccecssed view of the wourld to a pilot.
This view presents information to the pilot in the most usahie form pessitle.
Trhreats are emphesised, HUD informstion is available, displays can be ‘ask
dep2ndent, ete.. Unfortunatly, until recently, the technology and tzsic
science necded to develop such a virtual cockpit was nonexistant. Not any
longer. Currently, investigations are being made into artificial intelligence
systzms for thrcat evazluation, eXperiments are being performed in optimal
display symbologys, end many other pieces of tuhe virtual cockpit idea are

being worked on.

-
N
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One major piece of the virtual cockpit is the Ji:plezy cystiem.




a helmet mounted oculometer (HMO), a helmet mounted sight (HMS), a Data

General Eclipse minicomputer, a Network Systems HYPERchannel adapter, and a

DEC PDP-11/34, This is a large, expensive and complex system.

Tne HMS provides a TV imsge of the subject's right eye illuminated by
irfrared 1light. The oculometer consists of an infrared light source, a CCD
television camera, and associated optics. The light source is directed at the
eye viz teamsplitters and an infrared mirror. The TV cazmera sees the infrared
light reflected from the eye. Ideally there are only two sources of infrared
reflection from the eye: the corneal reflex and the bright pupil. The corneal
reflex is the reflection of a bright light source off of the front surface of
the cornea. The bright pupil is the effect caused by light ertering the eye,
bouncing off the retina and reemerging from the eye, lighting up the pupil.
The corneal reflex and the bright pupil are picked up by the TV czrera and

trern rgesgel (g the Tollipfe  [oruter.

The BMS provides head pesition and orientztion cezta to the Ecligse. It
works by usirg a trarnsmitter to set up a magretic field in the area the helmet
will occupy. A receiver in the helmet senses the megnetic field and

det .rminzs where the hezd is znd how it is oriznted.

Tre Eclipse computer coli:cts the TV irzges from the HMO &nd the head

pesition and crientaztion deta from the BMS, computes cdirection of geze, and

sends it 211 to the FiriR.’ 3 nel, The TV ‘rzges &re first processed to
gererete eye position (zngular) in the bhelmet reference frame. Then eye
position is 'sdded' to the Fiad pesition ard criertsticn ‘o yield gesze eéengle

(in universal cocrdinatus), rinally, the foli,se r.n3 211 of the data and the

results of its computaticns to the RYPERehznrel.

The HRYFERChznnel =7 we tre transfer of doia frem the fclipse

e il e st i




minicomputer to the PDP-11/34 minicomputer. It is questionable whether this
piece of equipment has helped or hindered the develcpment of the PMOS

facility.

The PDP-11/34 minicomputer is used for a variety of purposes in the HMOF.
The PDP-11/34 generates targets, drives the target cisplay system, takes data

from the HYPERchannel adapter, and formats and stores the data on disk.
Software

This section of the report will cover the software that we either
developed or helped to develop. All of our programs were written on the PDP-
11/34, The Eclipse minicomputer was programmed by Honeywell and the
HYFERchannel was programmed by its manufacturer. In the course of the work at
the HMOF several programs were written for the 11/34, These programs were

aritizn for oz viriely of

or

L

r-Ticses: target generatior, Larget presertztin
¢z.a collection, error calculation, and demonstration. The prcgrems a~ere
~-itlen in FORTFAN and ecsembly language. Some of the pregrams were designed

te s<znd alone, while others were designed to fit into existing software.

1'11 discuss the prcgrems that stand alcne first.

ZHC

e

The deronstration program DiMD starnds alone. Tt outputs a series of two

:rsicnal target weveforms to a target generator (in our case, either an x-y

scope or mirrors deflecting a laser beam). The targets presented are: a
horizortal siruscoid, horizontal parzholic sections, horizental cubic sections,
circles, horizontal parabolic secticns vs vertical si-.csoids, and horizontal
cubic sections vs vertical sinusoids. DEMO is a static program. Each time it
{5 rur, the szve targets are presented 2zt the same speed, 3snd in the rsave

urder, The ordering, sjpeed, and tirgets ;resented are the respcrsibility of




generation and display- are amcng the most computer intensive tasks of the
virtual cockpit. To use the virtual cockpit efficiently and, with present
computer speeds, effectively, requires a minimization of image generation and
display. The computers should only work on the virtual areas that the pilot

is looking at.

Determining where a pilot is looking is an involved process. The
direction of the eye in the hexd must be determined and the position and
orientation of the head in space must also be determined, Given these, it is
possible to determine where a person is looking, but in the case of a pilot, .
there are additional factors that must be taken into account. Neither the

oculometer (device for determining eye direction in the head) or the sight

(device for determining head position and orientation) cen be either intrusive

or obtrusive. This presents difficulties.

Cceulometer and sicnt systers exist 4hat are neither uwrecczrtably
intrusive or obtrusive. One such system is the Honeywell Helmet Mounted
Ceculcr.eter and Sight (HMOS). The =MOS was delivered tc the ArAMRL/PEA Helmet

Mourited Occulometer Facility (AMOF) in Nevemter 1981, Unfortunatly, the FMCS

wzs still not fully irtey ~20d "nte “he #MOF in June “282. In  xiditicn, thre

HYCS's perforrance clzrecteristics .ere an urikrown factor,

Tnis discussion of t'e VY:zlnmet “ounted Ccculcneter Facility comes in three

;arts: the hardware, the =>ftware, and ‘he cperat on of the cystem,

Bardeare

BMOF Y.arcdware can necsure, reccrd, end (if cdevired) c3n act wpon  the

position «nd oriontaticn of lle “.r&en heod &nd ~ycs. Tt 'as five nein parts: :




e i S

the FORTRAN part of the ﬁrogram. Acting on the ordering, speed, and target is
the responsibility of the assembly language part of the program. The assembly
langage subroutine accepts the number of ten thousands of a second between
target updates as an argument. The subroutine takes the target from a buffer
in a FORTRAN common block filled by the FORTRAN part of DEMO. As the FORTRAN

program has no interaction with the outside world, the program is static.
TARGET

TARGET is a more dynamic stand alone program for horizontal target
generation and display. It allows the user to pick up to thirty targets for
display from a menu of five waveforms. In addition to wavefofm, the user also
picks target frequency and duration. After the user's targets are displayed,

the program allow the user to specify a new set of target waveforms.

Tre Tive wavefeorms zre fencrzted 2nd stored in tuffers wren tre TIRTFAN
vart of TAKGET is first started wup. The program then asks the user to
g:-erate a target by picking waveforms, frequencies, znd durations. After the
target generation is finished, the target is displayed. The zssembly language
display subroutines are different from the single display routine in DEMO.
Wr :reas in DEMO the display routine's buffers had to be refilled with each
change in waveform, T*hGET zssigns one subroutine to each buffer, and has the
buffers prefilled. Thus, while DEMO has celzys between output of waveforms,

T4RGET displays waveforms ccntinuously.

TARTTB

sAns B is a fioxitle stang alune gpregiem for nori:ontal &nd  vertical

target generation and display. It is similar to TARGET in that it allows the
uree oto o, eify the to-get, erd it i3 si-ilar to TEMO in t'at between displays

~

of tue tlirget waveform it has to refill the display tuffers., TARTTR is the



last of the stand 2'one programs.
SSCAN

SSCAN was designed to fit into the existing data collection program
COLECT (sic). (COLECT is the program that run on the PDP-11/34 which is
responsible for collecting cdata from the HYPERchannel acdapter, formatting it,
and storing it on disk. SSCAN allows the user of COLECT to read the analog to
digital (A/D) corverters in the PDP-11/34., The user can select the number of

A/D converter channels that are to be read.
¥SE

MSE is a group of subroutines that fits into COLECT which computes and

displays a short term mean square error of the form

Loyor

(1)
vicre t is time, T is & period of time, eEL is elevation error, €7 is azimuth
error, and mse 1is rean scuare error, There are inree parts to MSE: MRESET
~rich <els things up, MITER which 2 mputes mse, &and MSEQUT which cutputs the

r.se.

w
or
.
(o
3

LSl

By far the mest difficult pert of wusing the HMOF is operating the HMOS,
The HMCS oferation proceedures are 2180 iLne mest difficult to describe. As a
good description of the cporating jrocosdures for the ™08 ;art of HKH¥OF ‘tas

Deen written oy Dr. A, 1. farnisly ‘hey cre iooluded in A pencix B,
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I1I. HMOS Evaluation

One of the most HMOS dependent developments in the virtual cockpit
concept 1is the generic switch. Basically, the generic switch is a single
switch on the stick that can represent any of a number of switches {n the
cockpit. In use, the generic switch represents which ever switch the pilot is
currently looking at. The usefulness of the generic switch is dependent upon
three HMOS parameters: resolution, drift, and noise, The resolution is the
minimum angular separation that the HMOS can distinguish. In terms of the
generic switch, this tells how far apart the switches the generic switch can
represent must be. Drift is a measure of how incorrect HMOS determination of
gaze can become over time. If the HMOS has a large drift, looking at a the
same cockpit switch may not mean the same thing after an hour (i.e. the pilot
looks at the radar switch, and the generic switch fires a rocket). Noise acts
o “i.c@ie 0L rescliution. If the resclution of <he HMOS allcws switches +to
be cc.rarated by as little as three degrees of solid angle, but there is a

Jilter of five degrees, the generic switch will represent unexpected things at

inconvenient times,

It turned out that we were unable to determine any of the a&aformentioned
peramaters., Eecause the HMOF was unable to collect ard store data for ninty-
nisne percent of our time at WPAFE/AFAMRL-HEA, we collected =zpprexirmately ten
seconds of usable data. This allowed us to determine only one H40S operating
parameter; the noise in the HMOF system. This noise is 1large. Calculations
based on the raw gaze angle data (see figure 1) yield nean square errors of

o2,n2 ngz. hes the dats de filiarad e Te ST en IV - cle e-iee error iS
27.01 degz. Of our own experience in the Neurological Control Systems
Laboratory (NCSL) at Carnegie-Mellon University in Pittsburgh, we know that

people are capable of iracting with mesn squared errors of less than 0.2 degz.

8-10




Degrees

Horizontal Target Position

AR

Figure 1. Target and Gaze directions 4s & subject tracked a target moving in &

Raw data.

N P LN T

...P

A
r. \

/\

u

¥

!

ke

Horizontal Gaze Direction

Vertical Gaze Direction

Time

(in seconds)

circle.




Horizontal Component of Target Position

THPES

) ke %8

Horizontal Gaze Direction

Vertical Gaze Direction

Fifure 2, Filtered version of Fig. 1.

8-12




IV, Experiments Performed With HMOF.

As mentioned in the previous section, during 99% of the time we had at
the HMOF we were unable to collect and store data. This severely cramped our
style. We have ten seconds of usable data. This data needed to be processed
a great deal to become usable (as figures 1 and 2, data before and after

filtering, attest).

The filtering was done in two stages, The first stage of the filtering
was performed when the data was transformed from the HMOF format to NCSL
format. During the conversion, any data that passed a size threshold was
dealt with by inserting in its place the valuve of the previous data point.
The filtering was completed by running a simple digital lowpass filter over

the NCSL format data.

Analysis of tne data was performed using the Carnegie-Mellon University
NCSL analysis programs ANA and SPA. ANA provided the graphic output of

figures 1 and 2, and SPA grovided the mean squared error numbers,

V. Summary snd Conclusions

Trere is not a whole lot trat we ~an rzy about the czpabilities of the

#¥CF or the results of our tead and cve courdinaticn experinents., The EMOF's
irc;erzbility rade it inpcssible to get Zata with which to work. In the the
last four »curs at HMOF we were able to get ten seconds of usahle cdata. Even
s0, tris sripret of data sh-ws some of the possibilities inkerent in a Helmet
o Fes T e e Trpone e Lrow, fPare Cgone it Tasility

where pacze can te monitored with as free a head with the types of targets

we'sve used,




Appencin A
Ser.irars ©of Dr. A. Terry Bahill

ALL .YOU EVER WANTED TO KNOW ABOUT EYE
MOVEMENTS BUT WERE AFRAID TO ASK

by *

A. Terry Bahill
Associate Professor of Electrical
and Biomedical Engineering
Carnegie-Mellon University

Building 33 Vault - 1330-1445

THURSDAY, JUNE 24, 1982 A general discussion of the s?ccadic, smooth
y pursuit, vergence and vestibulo-ocular eye move-
FOUR TYPES OF EYE MOVEHENTS ment coﬂtro] systems. We will discuss anatomi-
cal, dynamic  and behavioral differences and
the interactions between these systems.

WRKKAKAAANIAK AR IR AR AT R AT AR AR R F AR A AR R AR A ARA A IR R AR AR KA AR R AR AR Rk R A RN AR Ak Ak kA kA kA kR &

TUESDAY, JULY 6, 1982 A lecture based on the Scientific American paper
THE SACCADIC EYE MOVEMENT System 0¥ Banill & Stark, January 7575

Two tools, the main sequence diagrams and the
reciprocal innvervation model, will be used to
explain the origin of dynamic overshoot, glis-
sades, overlapping saccades and the curvature of
oblique saccades.

K AT rREAKRATRIKAIFRTRKIK KRR KT R TRk R ARRARANR ARk hk kA Ah kA hkdhhkkkdh Ak kh Ak kFhkrhr kAR kP kFkn

THURSDAY, JuLY 8, 1982 This exciting lecture will show that the human
ZERO-LATENCY TRACKING OF PRE- can overcome an inherent time delay and track

put targets with no latency. An engineering model
?LETﬁg&iNTégggIHHQSEES§¥SE$E is developed that can do the same. Tracking of
VOVEMEHT SYSTEM baseball players will also be shown.

VR T kakkkkkhkkkhkkhkhkhkkhkhkhrkkkhhhkkhhhkhhhhh kA khkhkrrthkhhkdh kbt rhdbhdhhkrddkhhdbxikddbhkdAhdks

THURSOAY, JuLY 15, 1982 A human with a head rest andbite(bar)cag arggk a
target with a mean square error (mse} o .
ngglﬁgn EYE MOVEMENTS WHILE degg. As more freedom of movement is given to
the subject the mse increases to 0.5 deg2 for a
subject standing with free head, and to 1.0 deg?
for a subject who is walking.

PR AERA K AT IR A AR AR R A RS A AR AR ARS S A S AR AR R A K AR R AR AN AR AR AR R R R KRR R AR AR AR AR R AR AR KRR R KA AR Ak R AR

THURSDAY, JULY 22, 1982 This mathematical lecture will show the fre-
quency Yimitations of this algorithm and it will
¢gg§géﬁggsr?ﬂ?bkgmlfflg??é-ngrgg_ show how noice and eccuracy of the data in-
VATIVE ALGORTicad Flonics Yoo thTon LE ke aptiral e i g reten
ARAERN AR AR AR AR R AR R AR KR EARKR AR AR R AR RRA KRR AR R AP AR R AR KA AR AR h kAR kI A i bk kb kd kh kA I ARk A A kA bR

PLEASE RESERVE SPACE EARLY - CALL DR. KENNETH BOFf ON EXT. 54820/54693

FRARIRKEIRKS KA TR IR KA R AP R Rk FRAF X AKACFIESRIAF 2k J A ARRN AP AP Ikt P35 ikt APk kPP innirdnd s n
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“re ¥MUS Aids of Dr. A. Terry Bahill

HMOS OPERATING PROCEDURES

by A. Terry Bahill
July 1982

Based on Sections 4.2 to 4.4, Volume II] of Honeywell's HMOS system manual

4.2 Power-Up
1. Turn on circuit breakers #3 and #30 on Circuit Panel CPP-1.

2. Turn on power to instruments. There are 4 power switches: the CRT, the

Eclipse, the Link tape, and the Electrohome panel (the Remote Electronics PWR
switch and the Remote Electronics Breaker that turn the lamp on will be dis-

cussed later).

3. Mount the Linc Tape on the tape drive. Thread the tape through the tape
head and put on adjacent spindle. Alternate between LOAD and REWIND positions
on switch so that the tape load mark (the one-inch long silver strip) is to
the right of the tape head. You may have to press the LOAD switch momentarily
so that the tape is tensioned.

4. On the Eclipse front panel, depress the left most switch to the STOP posi-
tion then raise to the RESET position. Set switches 10, 11, 12, and 13 to up
position. Momentar11y raise PR LOAD switch. After a short time delay, the
cITTLTEr Wl 1 I 3¢ - tYEC? or tre (F7. AR ter DOwWEY hac ’u<t beer turred
or, press Aiphs lock key on CRT terminai. Mow tell the computer which program
you want to run, e.g. “HMOS", “TERRY", or "JEFF" as shown in the tollowing
Yine. Under1ined items are things you type. VYour response should be followed
by a carriage return (CR).

EXEC? 4405 (CR)

wWhen the tape stops spinning, you will be talking to the debugger. In many of
the folloaing examples you will be asked to press the ESC key on the CRT ter-

minal. This key will be indicsted as (ESC). Set the computer to decimal mode
by tvprna:

f‘s IN 00000 1 (CR)
d’pend1ng Jpon the computer's 'aode, perhaps
(W 121 TeR)
Set lamp brightness with
EGR4+22/-xxx.-yyy. (CR)

T a0 1 e g the ol te T e e Tenp) and Lvyy, visveconte the now
Jrugnkrer le.el The brightest pessible va1ue is -512. and the dimmest pos-
sible value is -0. A good range is -100. to -150.
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Raise switches 0, 1, and 14 on the Eclipse front panel to their up positions,
(Yower switches 10, 11, 12, and 13 if they are still up), Start software with

RUN(ESC)R

{The first time you start the program HMOS you will have to type 2ZZZ(ESC)R
rather than RUN(ESC)R.)

You may verify that the software is working by observing that the JON light on
the Eclipse is ON and that the tracking bars on the video screen are at the
bottom and at the right side.

Turn on Remote Electronics breaker on video monitor panel. Push Remote Elec-
tronics PWR button to turn on lamp power. (If you did something wrong, the
red overbrightness LED on the back of the HMOS contro) box may be on and it
may be necessary to reset the adjacent circuit breaker.)

If at any time you wish to interrupt the program and get back to the debugger
(BIDEB), raise, then lower switch 15 on the Eclipse. For example, to change
bulb brightness, raise, then lower switch 15 and type

EGRA+22/-xxx.-yyy. (CR)

where -xxx. is the old brightness and -yyy. is the new brightness. Then type

RUN(ESC)R

4.4,1 Linearization

To determine the size and shape of each subject's eye, run the linearization
program that collects data from 51 fixation points. Raise switch 12 on the
Eclipse. The computer will tell you where the subject or artificial eye
should be looking in terms of the coordinates described in the figure in
Appendix D.

When the "eye" is at the correct location and the video monitor shows that it
is locked on, raise switch 8. The machine will now take data. After 5 or 10
secends check to see if it has taken enough data by lowering switch 8. 1f it
is happy, it will now ask for the eye to be aimed at the nert point, otherwise
it will say nothing and you should return switch 8 to the réised pesition. If
after 30 seconds of data taking, it still has not received a preset number of
successive good fields of data it will give up, label the point EAD, and in-
struct you to proceed to the next point. If the computer will not give up,
then you should move the eye slightly until tracking gate bars become station-
ary. At the end of the first pass, the computer will initiate a second pass
where it tries to get cata for all of the BAD points. The computer will ask
you to aim the eye at the designated point; when this is completed, raise
B - . P TR L [

L N Dot nogh, Tt w0 vapidly Vet nut oz vt

Lt -5

numbers.
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To speed up the linearization data collection, you may want to force it to
accept noisy data, by reducing the number of times the fixation date i¢ aver-
aged and by increasing the maximum acceptable variance. To accomplish this,
enter the debugger, and type

FIXTST+441/+10. 3. (CR)

VARLMT+4/+1000. 32700. (CR)

VAR_MT+5/+9000. 32700 (CR)

(Caution: Turning on the oscilloscope [or some other piece of equipment] may
cause the program to quit.)

4.4.2 Calibration

Linearization is done only once for each subject. Calibration is done at the
start of each run for each subject. To collect the calibration data, raise
switch 13 and follow the computer's directions. Calibration only uses 7 fixa-
tion points and there is no second pass - if you blow a single point, do the
entire calibration over again.
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Creating a Version of 435 Containing L1near1zat1on Data
by A. Terry Sahill

1. To make room on the tape, you will probably have to delete some file using
RUBOUT, SQUASK and TAPES.

2. Run HMOS and collect linearization data.

3. Enter debugger by momentarily raising switch 15 on Eclipse switch
register.

4. On Eclipse front panel momentarily depress switch to STOP position, then
momentarily raise it to RESEY position. Set switches to 077377 and push
"START" switch. LTOS should now be running, check to verify that LTOS prompt
(EXEC?) s written on the TTY,

5. Put core image of HMOS into temporary file as follows:

EXEC-? SAVE
Filename™ TIMP, @
Addresses !; 73377, 4475

The above numbers represent the starting address and ending address of memory
and the starting address of the program. This process takes approximately 3
minutes.
6. Run the program TAPES
7. Mak room on the tape by running RUSDUT, SQUASH and TAPES.
8. Run QSAVE as shown below.
EXEC-? QSAVE
input file: TEMP
Output file: “ARTEYE, @
This process takes approximately 10 minutes.
9. Run TAPES.
10.  RUBOUT TEMP. Run the prograws SQUASH and TAPES

11. The file ARTEYE can now be run just like HMOS. It contains linearization
data.

A\ T sua :-“{:. te ‘.a"v".'.“f;, ~ e e P T

k2]
v

8-18




Collecting Data
by A. Terry Bamill
August 1982

1. Turn off room lights.
2. Turn on HMS power supplies {on the rear table).
3. Turn on PDP 11/34 computer and boot it.

4. Turn on Network Adapter (on the table) by pushing PWR switch on front
panel.

5. <Ciza~ Network Adapter by pusning red M.C. button behind lockec door on
rear parel.

6. Fzave subject don helmet ard sit in seat.
7. Turn on HMS (switch is on small 4x4x2 inch box).

8. Turn on circuit brezker #4 if laser is to be used. Do not let laser
beam shine in your eyes.

9. Turr on 4MOS ecuipment and ru. HMOS software as described or previius
Tage¢ ‘uzer qwitihae G, Y oznd 12 up),
16, Eur 7-point caiilretion routine.

11, R. collect program on 11/34. (Type RUN COLECT.)
12. Lxw2r switch 1 on Eclipse front panel.

13. Loezr saitch O on Eclicse.
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Appendix C
A History Of HMOF Frem June 1582 To September 1982

by J. S. Kallman

How do you solve a protlem involving m:ltiple computer interactions when
you aren't familiar with two of the three computers comprising the system?
With great difficulty. With ten weeks of great difficulty.

Step 1: Learn about the computers.
Step 2: Learn about the software running on the computers.
Step 3: Deduce the problem from data provided by altering software.

Debugging operations started with the Eclipse computer. The Eclipse
refused to take a complete set of human linearization data. It was hoped that
an artificial eye could be used to successfully model what the HMO wanted to
see in a human eye (bright pupil &nd corneal reflex). This didn't work
immediately. We though that pertaps the 'retina' of the artificial eye might
be «i*ter reflecting too much light, or not erough light. Wwe colored retinas,
for a time, in search of a color that more clcsely approximated what the HEMO
wzs locking for. Ve never found such a cclor. Finally, kncwing that the HMC
wanted a bright pupil, we put a light buldb tetind an artificial eye with a
clear retina. By varying the .clti.ge z0ig tc the eve, we could centrel the
brightress of the pupil. Wwe were ztle to 7éxe “"is work, and nzraged to et
lirearization tables. Scon  therexfler we were able to cbttain ‘turen
linearization data. This was eccemplicshed Ly turning down the room lights and
moving the helmet to a new pcsition on the hurman head. We then determined
that ruman data yielded better HM0S resjonses with ‘ruman linearizetion than
ey B . e R,
our hopes of being able to linearize an artificial eye and use that for

evervone rather than ruttirg 2ll of cur subjects through the lincarization

).

9

proocelne {adtorg, bariee, ¢l
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*oothis il we were reziy fo iry sending data to the.PDP-11/3u via the
HYFZfchaznnel., This yielded no results what so ever. The COLECT program would
stor recording “ats for no apperent rezson, the Eclipse computer would stop
running the H¥“2C oprogram for o siparent reason, and the whole system was
fouled up. For no apparent reason. We got nowhere with resolving these
protlems until we made a small addition to the COLECT main program. This
24ditior was a3 typical programer's iritk: add a print statement (in our case
a bell ring). We set the program up to ring a bell each time it had received
sixty pieces of ¢ata. This yieslded some bizarre results, When the HMS data
was ‘'added' to the HMO data, the system stopped dead after thirteen bells.
Wren the HMS data wasn't 'added', tne system stopped after thirteen bells,
waited for a few seconds, and *hren restarted. Sometimes. Occasionelly, the

system died after only one or “w: hells. Every once in a while it wouldn't

ciavt ozt gl

2

ifter chasing bugs from the “ciipse to the 11/34 and back to the Eclipse,
we C2terrmined that the Eclipse =tack ;winter had two words ieft behind on the
stack after each cdata delivery. The stack was long enough to last for

~r SLL @ Lret if EVS fata is to te - Fied to EMC

Suta, tra Felirse ¢mnnot roooover Tt e stack everflicw, while if WS dzis s
rot ind, the Ecllijse cEn roucer Et tris point we Lro.gbt we Ytac it
Ticted, 811 we Fad te de wzs Tind 2 L 2 tliok reccuery, we found it and

fiyed it, hut there was very 1it'] H The system still died efter

tnirt~:n tells,

TCoLml o ruflem Lo wurk with litile  eifect

P
¢

TVO AECRS wGTE Ly on

except a certzinty that the ;:i¥lem was pow resident in the 11/38, This was

fetor frad Ty 10 0T og o7 el v oetart L ecvariem fnto tre 7T ET
Frowram, Croe thve syslen w00 (forod, the Frlijee ot oot T:ta 02 dldn't
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step. If the bells stopped, the HYPERchannel restart would get them going
agairn. Unfortunately, the HYPERchannel was a sealed black box to us, so we

couldn't attack it and see what gave.

In a fit of desperation, we decided to go over the software and manuals
one lest time, This is when we noticed that the COLECT program was

instructing the HYPERchannel adapter to send data in burst mode. Burst mode

21lows the HYPERchannel adapter to grab hold of the PDP-11/34 UNIBUS and send
2 burst of data without being interrupted. Reading the HYFERchannel adapter
manuals indicated that the burst length (the number of words sent per burst)
was set by hardware switches., Looking at the HYPERchannel adapter card in the
PDP~11/34 indicated that data was being sent and received in fourteen word
bursts. Now, the Eclipse sends 32 words to the HYPERchannel adapter. If the
HYPERchannel adapter wants to send them to the PDP-11/34 fourteen at a time,
it's gcing to run inte trouble or the trird turst. We cdecizeg to pull out the
HYPERchannel board in the 11/34 and switch select a burst length of eight

words. The system worked. Or at least it seemed to work.

At this point we were forced to deal with a new and different type of
rroviom, The bulb that supplied the infrared light used in the HMO blew out.
Terl#cing this bulb turred out to te a difficult froposition beczuse it was
epcxy,2d into a special bulb heolder, cnly one such bulb holicer exists at the
AMOF, &nd to replace the bulb you have to get a special solvent to eat the old
€poxy SO you can epoxy a new bulb into place., In addition we had to use a
special epoxy. Getting the materials and replacing the bulb in the special

P O . R S S UL, s Leabe Yafree
P R I Tws T s L ’:., v . Lt s wentbe Yafore e

thought of the burst length fix.

ftotpis polnt we tried tc put it all tcgether, Ve put 3 trbiect in tte

heimet, set the tergets guing, were all set to tawe dzta, and didn't get &ny,
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The system was completely intolerant of human data. We put the helmet or. the

artificial eye stand and tried to figure out what was wrong.

The next day the bulb blew. This was a particulerly bad time for this to
kagpen, as it takes a minimum of L8 hours to rerlace a bulb, end we were
running out of time. In addition, the <cebugging was made more difficult

because we didn't have real data to send over the HYPERchannel adapter.

On wWednesday of our last week at the HMOF we were once again prepared to
try to ‘ake data. We started the system on the artificial eye, and within ten
seconds, the bulb blew., We were in the ridiculous position of having ten
weeks of work go down the tubes because some 50 cent light bulbs wouldn't
last. It was too late to expoxy up 3 new bulb. We were at the end of our
collective ropes. So wnat did we do? We performed several experiments in the
follcwing manner: The subject sat in the target presentation chrezir ‘clding a
*uib irto the HMO with one hand and rolding the rMS switch irn 4ne (irner tend,
Trne 11/34 operator sat at the 11/3U console., The Eclipse oper=tor set at the
Ecliyse front panel. The Eclipse cperator guided the subject irn tre ;[ cc--ont
of the HMO bulb. When the bulb was in an acceptable position, the Felijse
c;eretor guided the subject through a calibration. Then the 11/3L ., :  or
stzried tre tezrget &nd data collection procram, when the 11/24 wes resdy, (he
Eclipse c¢perator opened the cata parcsing cate «nd the data colienticon U, 2n,
At scveral tirmes during the datz collection the 2M0S would go  into a "sizht
death" mode, at which time ¢the Eclipse operztor flirpsd “wo front panel
switehes and irnstructed the r.t_ ect to hit the sight s~litch., Tre cotter rejor

.- ‘a e B - ..

hitting a HYPEF:ctennel init fiom the 11/34,

Ve 3 1%ed pow o e T Wit Sty Vourn coelyzing tre o3 -t

Carrne_i¢c-"ellon University we foord  tiat only ten seccrés were v=)iid (-d

usable,
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OXYGEN IMPLANTATION OF GALLIUM ARSENIDE

by
James R. Kempton
ABSTRACT
The development of a stable semi-insulating layer in ion-implanted
gallium arsenide is investigated. Analysis of samples, implanted with
oxygen-18, by Rutherford btackscattering and Capacitance-Voltage
techniques discloses thick compensating layers with a low amount of

damage after an 800°C anneal. Suggestions for further research on

this material are offered.




I, INTRODUCTION:

During the early 1970's oxygen was implanted to compensate n-type
gallium arsenide(GaAs). Typical implant energies ranged from 50 to
1000 KeV with the dose ranging from 10° 0'/cn® to 1015 0%/ca?. c-v,
C-f, and Hall techniques were used for electrical measurements, while
photoluminescence was used to study the optical spectrum. In the
mid-1970's the use of SIMS for studying oxygen profiles became popular.
The fact that oxygen could compensate conductive layers and produce
highly resistive layers made it a prime candidate for device production

and isolation purposes. Favennec and Ra01 deduced that oxygen compensates

by two techniques: the first is due to defects induced by implantation,
while the second is the presence of oxygen in the lattice acting as

a double electron trap or dopant, It was also found that the compen-
sation due to implant damage could be annealed away as it is with
electron, proton, and deuteron compensating layers. However, the
dopant contribution was thermally stable to at least 800°C provided

the implant was beyond a threshold dose of approximately 1013 O+/cm2.

In a later article, Favennec2 further studied the oxygen implant
problem in n-type GaAs. He found that before annealing the oxygen
formed highly resistive layers centered at the mean range for defects
and at the mean range for ions. The fact that two regions exist
explained the earlier results of two separate resistivity regions.

The chemical interaction of implanted oxygen with other dopants
in a lattice is discussed by Favennec et. 11.3 where oxygen is implanted
into a Cr-doped GaAs crystal. The results are quite interesting since

both chromium and oxygen are quite mobile during the annealing process.
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It has been known that oxygen and chromium would escape the GaAs lattice

unless a cap of Si or Si0_, was sputtered on prior to annealing at

™ 2

high temperature. The presence of the cap introduces irregularitles
on the surface of the Cr-doped GaAs which causes a reduction in the

Cr mobility near the surface or a Cr plle-up near the surface(.02 to
.1 um)followed by a depletion zone which extends from one to three
micrometers below the surface. To further investigate Cr-doped GaAs,
oxygen ions were implanted at high doses(lolu O+/cm2) at 400 and

800 KeV into the same lattice. After annealing, the following results
were obtained: the Cr migrated to the surface as before, while scme
Cr clustered at the projected ranges of both implanted energies.
Repeating the experiment using neon at 400 and 800 KeV gave no indi-
cation of clustering at the two projected ranges. Therefore, chromium
trapping can be caused by the chemistry of the implant and by sur-
face irregularities which are independent of material. Clustering

of Cr was found to occur with oxygen and iron implants but not with
neon or copper.

In a recent article, a study of the redistribution of oxygen
(after anneal) was done. It was found that oxygen doses lower than
101u 0+/cm2 would not cluster and trap chromium. However, for doses
above 101“ O+/cm2 it would cluster around the mean range for lons and
trap chromium.u with this clustering, a narrow, highly resistive
layer with a high oxygen concentration occurs which is desirable for

utilization of very thin planar devices.

i o AN i b A . - s ik 3,




II. OBJECTIVES:

The present project is concerned with the implantation of GaAs
with oxygen-18. Oxygen-18 was used with the intention of profiling
by a nuclear reaction technique, Our specific objectives are:

(1) To determine the depth of carrier compensation using Capacitance-

Voltage measurements.

(2) To determine the amount of damage caused by implantation of
oxygen and the effects of 400 and 800°C anneals upon 1t with

Rutherford backscattering.

III. CAPACITANCE-VOLTAGE MEASUREMENTS:

Capacitance-Voltage(C-V) measurements are a means of profiling
the implanted materlal to determlne the carrier concentration. This
method makes use of a reverse-biased Schottky barrier. This barrier
creates a depletion layer of thickness, x, below the surface with a
capacitance, C, for a fixed voltage. The capacitance of this region
is inversely proportional to the thickness as the equation below
illustrates-

c =&a/x (1)
where A is the area of the surface and € is the dlelectric constant.
As the voltage is augmented, the thickness of the depletion layer
increases causing the capacitance to decrease while uncovering an
additional charge of eN(xMx. Using Poisson's equation, one can show

that the local carrier concentration, N, at x is given by5

3 -1
_ =C- /dC
N(x) =&ex (dv) (2)
However, this technique is limited to analysis of carrier con-

6

centrations in GaAs of approximately 101 4o 1018/cm3. which will guvern
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the thickness of the depletion layer. If the depletion layer is too
thick(N<:1016/cm3). analysis of the doped region will not be possible
due to the low electric field. If the depletion layer is thin
(N:>1018/cm3), analysis of the doped region will not be possible due
to breakdown of the barrier.

The results of the C-V measurements are shown below:

TABLE 1 - DEPTH OF COMPENGATION

Anneals(20 Minutes) 1014 0+/cm2 1o!? 0*/cm2
As implanted 0.30 um 0.30 um
400°C 0.3 um 0.31 um
800°C 0.45 um 0.75 um

Upon performing a range calculation, one finds that the mean
range for the oxygen-18 ion at 120 KeV is 0.16 um., According to table
1 oxygen will compensate and will migrate deeper into the lattice
upon an BOOOC anneal. From this, one can conclude that a semi-

insulating layer is created.

IV. RUTHERFORD BACKSCATTERING:

Rutherford backscattering is the coulombic repulsion of an incident
particle, such as a proton, by heavy target nuclei. As the particle
enters and exlits the target lattice, it loses energy. The amount of
energy lost is dependent upon the particle's incident energy, the
distance traveled, and the stopping power of the target lattice.

When an ion is implanted into materlial of a different atomic number,

the backscattering spectrum consists of two scattering spectrums, one

from the implanted ion and one from the host lattice, superimposed




upon one another. With this data, one can determine the dose of the

ion. The equation is as follows:

| (v, =
| N, _:(E) e, 7
where (7vt2z: dose of the lon in 1ons/cm2
& 111 ; total number of counts in the backscattered
spectrum from the presence of the lon
}fL : the number of counts in a channel of the backscat-

tered spectrum corresponding to the surface region
6:(5 0’; (E.)'.the scattering cross section for incident particles
4

of energy, Eo’ for the lattice and the lons, respec-

tively
gj the energy interval corresponding to one channel
[zE;JL the stopping cross sectlion factor evaluated at

the surface.6

This equation permitted us to confirm the dose calibration of
the lon implanter by using a graphite sample bombarded with argon.
However, no analysis s the ion dosage in GaAs could be performed
due to low energy backscattered spectrum, from the oxygen, residing
in a high background count region.

Rutherford backscattering also allows one to examine the amount
of damage caused by implantation. Examination of spectrums of virgin
GaAs and oxygen-implanted GaAs with various anneals or with no anneal
ylelds the amount of damage caused by implantation and the temperature
needed to remove it. Past experiments indicate that the <jod> in

GaAs allows the amount of damage to be observed. When the spectra
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from the QOO) and from 2 random scatter are compared, one can calculate
the amount of disorder. The relative measure of disorder 1s the ratlo
of channeled to random at high proton energy. This ratio()cﬂ,d)becomes
larger as the amount of damage increases. For this work a 330 KeV
proton beam from a Van de Graaff bombarded the targets. The <§Oq>

was obtained with a gonlometer system capable of 0.01° increments.

Rutherford backscattering yielded the following relative measures

of disorder-
TABLE 2 - RELATIVE MEASURE OF DISORDER(X miw )
Anneals(20 Minutes) 101& 0+A/cm2 1012 Of/cm2
As implanted .081 113
400°c .059 .067
800°c 049 .050

The small relative measures of disorder for the as implanted
samples indicate that the damage 1s dispersed throughout lhe crystal
in the form of point defects which is a characteristic of light ion
implantation. Comparing the relative measure of disorder for the
800°C anneal with that of a virgin crystal.:XL,uu = .05, impllies
that most of the damage caused by implantation has been removed.

This agrees with the results obtained by Favennec.2

V. RECOMMENDATIONS:

The Rutherford backscattering data indicates that the damage is
present in the form of point defects which can be removed with an
800°C anneal. One can infer that the damage is elther caused by the

bombardment of the crystal or by the presence of off-lattice site




oxygen which either migrates out of the crystal or to a substitutional
site during anneal. Upon examining the C-V data one notices a thick
compensated layer for 800°C anneals which means that the oxygen has
probably not migrated to the surface, but one still does not know the
oxygen silte before anneal. In order to verify the presence of oxygen-18,
one should use a nuclear reaction technique for profiling. 18O(p,«)lSN
has a resonance at 630 KeV which is 2.6 KeV at FWHM ylelding a depth
resolution of .038 um.7 This reaction will reveal the depth and the

concentration of the oxygen-18 in the crystal. A second recommendatlon

is that this method be used in conjunction with channeling in order

to determine the lattice location of the oxygen.
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ELECTRICALLY COMPENSATED CONSTANT SPEED DRIVE

by
Tim W. Krimm

and
Jimmie J. Cathey
ABSTRACT

The feasibility of designing a constant speed drive utilizirg a
mechanical differential in conjunction with a parallel electric drive
speed coumpensation link is examined. Bidirectional power flow in the
electric compensation link uses two high-speed, permanent-magnet, three-
phase machines interconnected by a power conditioning network. One
machine is operated as a brushless dc machine, while the other functions
as a variable speed synchronous machine. Steady-state performance of two
types of power conditiuning are studied--a dc link inverter and a cyclo-
converter link,

The dc link inverter with bidirectional puwer flow is found to
require excessive values of current to allow full range reverse power
flow. A mode switch to synchronous inversion is necessary to reduce
current values, but it adds the penaity of increase in power elecironic
devices and control complexity. The cycloconverter link is found to
offer the better full range bidirectional power flow. In addition, a ac
1ink system is examined for a method of operation with unidirectional
power flow through the compensation link at the expense of increased size
of electrical machines, but offering simpler controls.

Suggestions are mide for further research on this system concept.
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I. INTRUDUCTION

The need for a highly efficient link, capable of pilateral pouwer
Tflow, connecting a variable speed shaft to a constant speed shaft is
manyfold. A particular Air Force need is to drive an onboard aircraft
alternator at constant speed while the turbine engine speed varies.
Presently, two methods are employed to provide a constant frequency on
Air Force aircraft:

1. Constant Speed urive {CSD)

2. Variaple-Speed, Constant-Frequency (VSCF)

The VSCF system allows the alternator shaft speed to vary directly
with turbine speed. The variable frequency alternator output is then
conditioned by a cycloconverter to obtain a constant frequency. The VSCF
system is not sensitive to attitude changes, and thus, functions well on
highly maneuverable aircraft. However, total output power of the
alternator must pass through tne cyclocunverter, leading to bulky and
expensive power conditioning and filter circuitry.

The (SD scheme utilizes a mechanical differential to link the turbine
engine and alternator. A constant alternator shaft speed is maintained
by proper claockwise or counterclockwise rotation of tne differential
carrier housing through use of a reversible hydraulic pump-motor drive.
tor a 1.7:1 turbine speed range and a lossless system, o maximum ot
21.6% of tne alternator shaft power must pass through the compensating
hydraulic drive, while 78.5% to 100% of the power is transmitted directly
through the differential gearing. The CSU has been successful in flignt
operation except during maneuvers that produce negative gravity. In such
cases, fluid level shirts can cause the hydraulic system to momentarily
malfunction, creating an out of frequency range condition and leading to
loss of electrical power.

Regardless of the above described potential failure mode, the concept
of the CSD system has a quite desirable feature in that a large percent-
age of its output power is transmitted only through a low-urder-awesn gedr
train which by nature is highly erficient. wreplacement ot the hydraulic
compensation arive with an electric compensation drive can yield a CSD
concept that is insensitive to aircraft attitude changes while preserving
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the desirable feature. Further, a properly designed electric drive
should offer an increase in overall etficiency, due to reduction 1in
losses through the speed compensation path. Alsu, the potential exists
for a greater interval between maintenance than for the compensating
hydraulic drive system.

IT. CBJECTIVES

The principal goal of this research was to study the feasibility of
designing an electrically-compensated, constant-speed drive (ECCSD) that
has potential for application as a drive link between a turbine engine
and an aircraft alternator. Objectives were established to study the
nature of ECCSD systems in the steady-state. Transient characteristics
and parameter sensitivity evaluations were not possible within the
research period time trame, and thus, were left for future investigation.
The specific objectives that were pursued are enumerated below:

1. Define candidate electrical machinery and power conditioning cir-
cuitry arrangements suitable for use with an ECCSD system.

2. Determine nature of torques, currents, and voltages for each
candidate system operating as an ECCSD.

3. ldentify special reguirements on machines, controls, and power
electronic devices that result from the ECCSD application.

111. BASIC REQUIREMENTS AND CHARACTERISTICS OF ECCSD
An understanding of the power flow and torque requirements of the

ECCSD concept underlies any study as these characteristics must serve as
a basis for selection of candidate electric machine and power condition-
ing systems.

A. Nature of Power Fluw. A physical arrangement of the ECCSD power

level components is shown in Figure 1(a)} where varisble input speed nps
constant output speed Nys and differential carrier speed n, are related
by:

n,=1/2 {n; -n,) (1)
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Figure 1  (a) Physical Arrangement of ECSD
(b) Power Filow Diagram of ECCSD

Speed compensation to maintain o constant can be accomplished by two
basically different control approaches:

1. Reversing differential operation. Ratios are selected so that "o
lies between the extremes of ny- Thus, from equation (1) it is apparent
that n, can range from negative to positive values or that the differen-
tial carrier must be reversed to maintain a constant ng over the range of

n1 excursion,

2. Unidirectional differential operation. Ratios can be selected

so that " is always greater than (or always less than) No» leading to
the conclusion from equation (1) that n, does not change sign as "
varies; or, the differential carrier i. always rotated in the same
direction for speed compensation,

For study of basic characteristics, a typical turbine speed range of
1.7:1 (10,588 to 18,000 rpm)} was used. The 400 Hz alternator was model-
led as a 44,444 KW load at a constant 12,000 rpm (40 kVA output at unity
power factor operating at 90% efficiency). Constant efficiencies were
assumed as follows:

1. Electric machines - 90%

2. Power conditioning units - 95%
3. Gear mesh - 99%

10-6
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Energy balance equations were written for the arrangement of Figure 1{a)
and turbine speed was incremented across its speed range tu examine both
the case of reversing differential carrier and the case of unidirectional
differential carrier operations. A power flow diagram of the ECCSD
system is shown by Figure 1(b) where the flow direction of cumpensating
loop puwer (Pc) depends upon the polarity of (nl - no) as indicated on
the diagram,

The reversing differential carrier results in mininum torque re-

quirements tor PM2 if the midrange specd of n is set to equal n_, which

also gives a symmetric range on n, abcut the zero speed puint. glgure 2
displays the performance resuits cf this system. It is observed that the
torque requirements of PM2 are nearly constant across the range of opera-
tion. However, the torque requirements of PM1 range from zero at the
midrange speed point to a maximum vdalue at the point of minimum turbine
speed. It is turther noted that the maximum torque requirenent of PM1 ds
greater than that of PM2. The two maximum torque reguirements could be
made equal by an unsymmetric shift of the differential carrier zero speed
point with a net result of increasing the torque reauirement of PMZ while
decreasing the requirement of PMl. The ratio of power flowing into the
speed compensation loop to power delivered to the 400 Hz alternator
(Pc/Po) is plotted to use as an indication of power apportionment between
that transmitted by the compensetion loop and that tranumitted in
mechanical form through the ECCSD.

* ] 100 e 100 10 ;

" OVERALL EFFICTENCY ® i]’. 2 % OVIRALL EFFICIENCY .-..
g ¥ i ¥
= 30 80 's'j.l;. 5 X
§ 20 " Ei§ § §I§
" 0 20 § s

¥ ¥
0 : <
TURBINE SPEED - (xPM) TURBINE SPEED - (kmpw. -
Figure 2 Calculated Perfurmance Figure 3 Calculatea Performence
Of Reversing Differential Uf Unidirectional Differential
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Calculated torque requirements and performance results for
unidirectional differential operation, if ny<ng» are depicted by Figure
3. System gear ratigs were selected so that n, ranges from 2% to 100% of
PM2 base speed circumventing the necessity of dealing with low frequency
torque pulsations at near zero speed.

B. Electric Machines. The wide speed range, constant torque
requirements suggested for PM2 by the above work is the characteristic of
a shunt dc machine; but, due to the brush-commutator maintenance require-
ment and poor adaptability to liquid cooling, the commutator d¢ machine
is not suitable for aircraft application. However, the brushless dc motor
offers the same desired speed-torque characteristics as the dc machine
without the disadvantages of the commutator dc machine.]"0 Further, use

of a machine with a permanent magnet rotor offers two aaditional
advantages:

1. Field excitation is eliminated which removes the complexity of
supplying power to a rotating member. Also, machine efficiency is
increased due to absence of field excitation losses.

2. MHigher speed design is possible for permanent magnet rotors than
is feasible with wound rotors permitting increased gear ratios and
substantial reduction in electric machine size.

Some of the brushless dc motor performance reported in the litera-

1’3’5. QOthers have presented calculations

ture is experimental data
based on formulas derived using approximations of sinusoidal waveforms or
neglecting commutation intervals giving results with some degree of
correlation to test data but with appreciable error 2'8’9.
nonlinearities introduced by the circuit switching leads to equations
that are best solved by numerical techniques, and the reported perform-
ance data calculated by numerical solution of network differential
equations show the least error between theoretical prediction and test
results 4’]0’]]. When analyzing PM machines with rare earth magnets and
stainless steel retaining rings for rotor construction, Demerdash has
reported " that rotor eddy current effects, armature reaction, and

However, the

position dependence of inductances can be neglected leading to a simple
third-order system of equations to describe a balanced, three-phase,




wye-connected PM machine:
v=[RIi+[Ltlpi+e (2)

where v is a vector of terminal phase voltages (vl, Voo v3),
i is a vector of phase current (il, 12, 13),
e is a
[R] is a
[L] is a diagonal matrix with each entry beirg half of line-to-line

vector of phase generated voltages (el, €5, e3),
diagonal matrix with each entry being phase resistance,

inductance, and
p () is understood to mean d ( ).
dat

Since the equations given by (2) are decoupled, each can be used in
networks formed by addition of the power conditionirg circuitry with

minimum difficulty.

C. Power Electronics. Obviously, the power conditioning circuitry

of this application must be capable of bidirectional power flow when
utilized in conjunction with the electric machinery. No reporting in the
literature is available of an ac PM machine-to-brushless dc PM machire
drive system. Hkowever, two basically difterent power conditioning 1inks
are candidates for use with this ECCSD under study:

1. A dc 1link inverter wusing a phase-controlled converter for
rectification and synchrunous inversion.
2. A cycloconverter link to perform ac-tu-dac conversion,

Either of these power conditioning 1links can use thyristor or
transistors as switching elements, but the practicality of transistors
depends on values of voltage and current ratings dictated by the final
system design. Much of the logic and signal manipulation of either power
conditioning link will lend itself to digital processing and microproces-
sor control giving a finished product 1n which a large percentage of the
signal level electronics is integrated circuits.




IV. DC LINK INVERTER WITH REVERSING DIFFERENTIAL

A. System Description. Power level components of a dc link drive
system for use with the reversing differential are shown in Figure 4
where PM2 is operated as a brushless dc machine while PM1 functions as a
variable speed synchronous machine,

In order to simplify the analysis, the phase-controlled converter
and PM1 of Figure 4 are modelled as a dc source which, when coupled to
the inverter and PM2, forms a nonplanar network. In this resulting
network, the various SCRs (or transistors) and diodes are represented by
nonlinear resistors the resistance of which are assigned small values

SK1TCH
-

PHASE -CONTROLLED .
CONVERTER INV.RTER

¥ 5y 2
E]IE;
©

245,000 RPP {REV. DIFF .|

PM1

26,470-45,000
RPX

[ T

900-45.000 APH (UNIDIR DIFF ..

Figure 4 Power Components of DC Link Drive System

when forward conducting and large values when reverse biased. For a
wye-connected PM2, the constraint that the phase currents must add to
zero exists; thus, a system of two first-order differential equations is
sufficient to describe the network. These equations have nonlinear
coefficients due to the values of SCR (or transistor) and diode resist-
ances being functions of the dependent variables (phase currents).
Further, each 60° (electrical), a switching operation transpires in the
inverter circuitry requiring a revised set of differential equations to
describe the system; therefore, the differential equation coefficierts

v =10




are also functions of the position (92) and speed (wz) of PMZ rotor. In
matrix notation, the network equations can be written as

Pi = [A(1,02)] 1+ [Bluz)] u v

where i is a vector of two independent phase currents (i], iz), and u is
a vector the entries of which are phase generated voltages and the dc
source which models the phase-controlled converter and PM1 combination.

B. Control Approach. A block diagram of a control appruach that
can be applied to this dc link drive system is displayed by Fiyure 5.

RAM ROM
M) |y y

PHASE N |

conteoLen | o | oeiveas TONTRO
CONVERTEF | » ] I

LAMHA

o |
INVERTER e | orivers 1 contsy I
POSITION L |
SPEEL _g) |

pH2 | encooer o a/0 I
wo | |

! CURRLNT
CURRENT L I

SENSOR 4sD
400 HZ - ) L ]
ALT, Fr z AD +
SPEED
+
REF . L l
ILRO ROCLSSUR

Figure 5 Block Diagram of DC Link Drive System
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A primary control loop is established with a speed reference signal to
assure that the 400 Hz alternator maintains rated speed. A secondary
control loop is present to guarantee that equation (Z) is satisfied. The
SCRs {or transistors) of the inverter are fired in a manner to maintain a
constant commutation angle v , related to the angle between the mmf wave
ot the rotor and the no-load mmf wave of the stator. The delay angle
of the phase-controlled converter is varied to regulate the value of dc

link voltage applied to the inverter terminals. Steady-state
characteristics of this drive are gquite similar to those of a dc machine
system 1-10 except for the extra degree of freedom that exists in

selecting v

The block diagram of Figure 5 is shown with a microprocessur based
control on current limit and SCR firing. It s likely that summing
functions of the primary and secondary speed loops can also be handled as
microprocessor operations if timing and sample rates do not become
limiting factors.

C. Performance Results. Values were selected for motor and choke
coil parameters as R = 0.006 , L, = 25 x 107°%H, R_ = 0.003 7, and L =
43 x IO'GH. A numerical solution of the equations represented by (3) was

implemented using a tixed increment, fourth-order Runge-Kutta procedure
to find performance of the dc link drive for various values of constant
speed. A trial-and-error search was made for the average values of PM2
shaft torque (Tsav) to satisfy the requirements established by Figure 2.
Results of points calculated across the speed range for forward flow of
compensating loop power and partial range values for reverse flow of
compensating loop power are shown in Table 1.
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TABLE 1. PERFORMANCE OF DC LINK WITH REVERSING DIFFERENTIAL

Speed Tsav a Y Tave L—

(rpm) (N-m) (degrees) (degrees) (A) (A)
45,000 2.46 18.2 45 56.4 69.5
22,000 2.48 61.6 45 56.2 69.¢
5,000 2.51 82.8 45 56.4 69.8
500 2.24 88.2 45 55.2 66.3

50 2.53 88.5 45

-500 -2.45 89.3 165 47.0 56.8
-5,000 -2.36 91.3 150 81.9 y2.9
-10,000 -2.46 90.3 140 115.2 130.6

it can be observed that the values of average and RMS current
required to produce the needed turaque when PIZ 1s in the regeneration
mode (reverse flow of compensating power) increase as speed becomes more
negative. This increase in current values is attributable to a markea
increase in the magnitude and time that current tlows through the 1n-
verter shunting diodes. At some point fcr speed mure negative than
-22,000 rpm, the shunting diode current reaches a conduction angic equal
to 60 at which point commutation failure occurs. A full rauge regener-
ative range operation with PMZ acting as ¢ brushless dc machine is ot
possible. At some negative value of speed, it would be necessary to
change modes of operation; PM2 would be allowed tc cperate as a variable
frequency synchronous generator with the inverter shunting diodes acting
as a three-phase, tull-wave bridge rectifier and the phase-controlled
converter could be controlled tor synchronous inversion. However, use of
a bridge switch as shown in Fiqure 4 would be necessary to establish
proper polarity of dc voltage to the phase-controlled converter for
synchronous inversion. Calcuiations show that the average values of
current can be reduced to acceptable levels with the synchronous inver-
sion operation; houwever, the mode change creates control complexities,
Further, with addition of the bridge switch, the number (16) ot puwer
level switching devices has closely approached the quantity (18) neces-
sary for the cycloconverter link which is capable of full speed range
regenerative operation without a control mode change.

10-13
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V. CYCLOCONVERTER LINK WITH REVERSING DIFFERENTIAL

A. System Description. Power level components of a cycloconverter
drive system fur use with the reversing aifferential are shown in Figure
6. As in the dc link case previously discussed, PMZ operates as a
brushless dc machine while PM1 functions as ¢ variable speed synchronous
machine.

It is permissible to model PM1 as seen from the terminals cf PMZ as
a dc source that is magnitude dependent on buth the speed of PM1 and an
SCR firing delay angle ». However, since the response of PM2 due to the
frequency of PM1 is desired it is necessary tu describe Vd‘ the instan-
taneous waveform of P41 generated voltage as seen from the terminals o
PHz, in 60° increments of the PMl voltage waveform giving the expression

Vd = Vm sinfu t - ¢ + 3 + ) 14}

where Vm depends on the speed of PMI, aA],iS the electrical angular
frequency of PM1 and 4 1is a phase shift angle that depends upon the

ENENE ¥ Y K ¥
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Figure 6 Power Components of Cycloconverter Link Drive

10-14




g —
-

particular 60” increment of the PM1 wavetorm that is applicable at the
instant of solution., The nonplanar network that results when Vd is
coupled to PMZ through the cycloconverter is described by a set of two
differential equations with nonlinear coefficients as discussed ir
section IV except that now the forcing function ccoefficient matrix has
entries that aepend on the electrical angular frequency of PM1:

pi = [A(i,02)]i + [B(u),w;)]u )

B. Control Approach. A control approach is suggested by the block
diagram of Figure 7. The philosophy is basically that of the dc link
syster given by Figure 5 (discussed in Section IV) except that gating of
the SCRs must be handled in such a manner to assure that both the cormu-

tation angle y and delay angle are both simultareously satisfied.
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Figure 7 Block Uiagram of Cycloconverter Drive System
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C. Performance Results. The PM machine constants were unchanged
from the dc link study. Values for the choke coil parameters were
selected as R0 = 0.0032 and L0 = 150 X 10'6 H. A numerical solution of
the equations represented by (5) was implemented and a trial-and-error
search made for average values of PM2 shaft torque (T__ ) to satisfy the
requirements established in Figure 2.

Performance points across the speed range for forward and reverse
flow of compensating power are tabulated in Table 2. It is observed that
control across the region of reverse compensating power flow is nicely
accomplished by shift of delay angle o greater than 90° and an additional
forward shift of y by 120°, No increase in PMZ phase current occurs as
in the case of dc link when PM2 is regeneratively operated.

Sav

TABLE 2. PERFORMANCE OF CYCLOCONVERTER LINK WITH REVERSING DIFFERENTIAL

Speed Tsav a Y l ave 1 rms
(rpm) (N-m) _ {degrees) (degrees)  (A) (A)
45,000 2.59 33.0 45 55.6 66.9
22,000 2.48 68.6 45 54.3 65.6
5,000 2.53 84.7 45 58.2 62.6
500 2.48 88.8 45 53.7 58.8
50 2.49 86.6 45
0 2.49 89.1 45
-5,000 -2.45 92.6 165 47.4 58.7
-22,000 -2.45 103.2 165 50.7 58.8
-45,000 -2.53 6.1 165 48.0 58.2
45,000 3.76 0 47 73.7 87.1

The last entry of Table 2 presents a set of control conditions and
results for meeting a 150% load case (short time overload). Operation at
such a point is automatically permitted by the control system unless
prohibited by Yimits. Since current is monitored, the microprocessor can
allow a timed interval of operation at any point above rated value before
initiation of a limit action creating a quite flexible approach to
overload management.
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Figure 8 displays the steady-state instantaneous PM2 torque at a
forward and a reverse compensating power flow point. There is inherently
a pulsating torque component present in the brushless dc motor operation
of a frequency that is six times the electrical angular frequency of PM2.
At low speeds, this pulsation frequency can decrease to within a range at
which the mechanical components respond. The control system will have a
feature to assure that at low mechanical speeds, the gate drives are
cyclically enabled and disabled at a frequency above that at which
mechanical response is possible.

VI. DC LINK INVERTER WITH UNIDIRECTIONAL DIFFERENTIAL

A. System Description and Control. Power level component arrange-
ment of a dc Vink drive system for use with a unidirectional differential
is the same as shown in Figure 4 except that the bridge switch jis not
needed. The system equations are formulated «s discussed in section IV
and are given by (3). The block diagram of Figure 5 i< applicable in
describing a control system for this unidirectional differential drive.
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(a) (b)
Figure 8 Calculated Torque For Cycloconverter Link with Reversing
Differential

(a) Forward Compensating Power Fiow (+22,000 RPM)
(b) Reverse Compensating Power Flow (-22,000 RPM)

B. Performance Result. The drive system must meet the performance
criteria of Figure 3. Since the torques required are approximately 50%
greater than for the reversing differential case, the PM machines will
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necessarily be about 50% larger in size. The parameters for PM2 and the
choke coil values are adjusted accordingly to give Ra = 0.0040 , La =15
x 107° Hy Ry = 0.003g, and L = 25 x 10°® H. A numerical solution for
values of average torque to satisfy the requirements of Figure 3 and the
results are presented in Table 3.

TABLE 3. PERFORMANCE OF DC LINK WITH UNIDIRECTIONAL DIFFERENTIAL

Speed T ° Y I 1

sav ave rms
(rpm) (N-m) (degrees) (degrees) (A) (A)
45,000 4.09 22.7 45 92.7 114.2
22,000 3.98 62.5 45 89.6 110.7
5,000 3.98 82.6 45 91.0 111.5
900 4.12 86.9 45 100.6 120.9

Inspection of Table 3 shows that average current values are approxi-
mately 60% greater than for the reversing differential case (See Table
1). Although this unidirectionally operated differential offers contro)
simplification in that only one direction of compensating power flow is
required and the necessity of dealing with torque pulsations at near zero
speed is eliminated, the increased size requirements on the PM machines
(to deliver approximately 50% more torque) and the increased current
ratings on the SCRs or transistors (to conduct approximately 60% more
current) are considered sufficient weight and cost penalties to abandon
further study of this concept.

VII. RECOMMENDATIONS

Although this feasibility study uses specific examples, it is only
possible to examine nonlinear systems of this complexity by numerical
methods. The values of constants and parameters selected are believed to
be sufficiently typical to identify problem areas and to allow
formulation of general conclusions with reasonable confidence. The work
leads to the conclusion that an ECCSD system is feasible and practical if
PM machines are used in conjunction with a cycloconverter link and a
reversing differential. Additional study is recommended in the areas
enumerated below prior to and as an aid in forming specific guidelines
for any prototype design.
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A. Control system. Design and breadboard a microprocessor based
control system to identify problems with timing and sampling rates.

B. PM Machines. Rough design PM machines of appropriate vultaye
rating and torque capability to verify that the necded parameters are
practical and to establish approximate weiyghts and sizes. Study tihe
advantages and disadvantayges of using identical machine sizes for both PM
machines. Predict the approximate effects ot magnetic caturation on

performance.

C. Parameter Variation. Study the sensitivity of system perfor-
mance to variaticn of design paranmeters.

D. Transient Performance. After a control system nicdel has been
forued and machine parameters and mechanical sizes determined, study the
nature of response to step load changes and rapid turbine speed changes.

E. Operatiunal Model. Fabricate a test bed moael to further verify
operational characteristics.

F. Transistor Switching Elements. Examine the increase in
electrical machine utilization gained by transistor switching elements
which allow operation at unity power factor without the danger of
comutation failure that exists when SCRs are used.

G. Dual Function of PMl. Examine the teasibility cf designing PMl
large enough to also serve as either a pilot exciter or primary exciter
for the 400 Hz alternator.
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PHOTOIONIZATION OF IODINE MOLECULES AND CLUSTERS

IN A SUPERSONIC MULECULAR BEAM

by
Edward A. Walters
and

J. Kent Newman

ABSTRACT

In preparation for a study of the photoionization of 12, 13. X4, etc. a
photoionization mass spectrometer employing a supersonic molecular beam emerg-
ing from a small nozzle was relocated from Los Alamos National Laporatory.
Much of the effort described here has to do with moving and critical alignment
of the mass spectrometer. Also described are the results of a literature sur-
vey of the photoionization and photoelectron spectroscopy literature on the
important iodine molecules and clusters., Design of a nozzle for the genera-
tion of 13 is discussed. Work done in interfacing a PDP 11/23 computer to
tne mass spectrometer and initial results of software development for control-

ling the experiments are described.




I. INTRODUCTION

The iodine laser depends upon the production of electronically excited

iodine atoms. Any channel for chemical reaction or energy transfer for which

the velocity exceeds the stimulation of emitted radiation will reduce the

laser efficiency. It is possiole that the reaction i
I+ 12 -—> 13

is such a chemical reaction since 13 has been calculated to be bound. If 13
survives for more than even a few collisions, the laser efficiency will be
affected. Thus, it is important to know and understand the properties of 13.
We report here the initial efforts in the direction of preparing and studying

I3 by photoionization mass spectrometry.

I1. THE IODINE LASER

The means of generating excited iodine, I*, is a crucial step. Tnere are
two methods that have been examined rather extensively: flash photolysis of
organic iodides (RI), and energy transfer from singlet oxygen (0;A). Both
of these methods will be discussed briefly.

A. Flasn Photolysis.

The iodine photochemical laser operates by flashlamp ;hotolysis of an
organic compound to produce iodine atoms in the upper state of the ground state
multiplet, I(SZP]IZ). The effective iodide has been perfluoroisopropyl iodide,

i-c3F7I, though others may be used. A flashlamp emitting light in the range of

35,000 to 45,000 cm'] excites i—C3F7lto a dissociative upper level which

leads almost exclusively to ](SZPI/Z)'




i-C3F7I + hv —-> i-C3F7 + I*

The net result is the conversion of the absorbed uv photon with an energy of

~4.5 eV into an ir photon at an energy of ~1 eV in the process
152, ) —=> 1(5%P. ) + hv(x = 1.35) um)
1/2 3/2 - ¥

Tne ground state iodine, I(52P3/2), recombines very efficiently with

i—C3F7 to regenerate the parent compound (1).

iCyFy + 157y ) —=> 1-CyF, 1.

There are a large number of secondary processes which affect the concen-
trations of atomic iodine and the radical C3F7. These include collisional
deactivation of I*, radical recombinations of R*+R and Re+RI, radical-molecule
reactions such as R++Rl and R-+12, and the three-body recombinations I*+]+M
and I*+I+R1, Although many of the rate coefficients for these reactions are
not known for R = C3F7, there are enough rate coefficients available for
the closely related compound with R = CF3 to permit reliable kinetic
modeling. From a computed time development of concentrations based on these
rate coefficients it has been shown that under typical operating conditions
collisional deactivation of I* is not expected at times less than 10 us.

Although the method of generating I* is different for the chemical iodine
laser, the photophysics is nearly the same. Hence it is instructive to con-

sider the levels involved in the laser in more detail.
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The laser transition from I(SZPIIZ) to 1(52P3/2) is a magnetic

127I the

dipole transition for which the radiative lifetime is ~130 ms. For
degeneracy of both the upper and lower levels is removed by the magnetic dipole
and the electric quadrupole moments of the nucleus which has a nuclear spin of
5/2. Consider first the upper level; the angular momentum can be parallel or
opposed to the nuclear spin so the total angular momentum will be F = 5/2 +

1/2 =3 or F=5/2-1/2 =2. For the lower level however there are four
hyperfine states: F =5/2 +3/2 =4, F =5/2+1/2=3,F=5/2-1/2=2,F
=5/2 - 3/2 = 1. The selection rule governing allowed transitions between
these levels is aF = Fu-FQ =0, # 1. There are consequently six transi-

tions allowed: Fu—Fg = F3 > F3, F2 > FZ’ F2 > F]. The split-

ting of the upper levels F2 and F3 is larger than the splitting in the

lower levels, so the six transitions cluster into two sets of three closely

-1 with a total

spaced transitions. The transitions center around 7603.15 cm
frequency spread of 0.7 cm'] =2 X 10]05'] = 20 GHz.
The Einstein coefficients A for stimulated emission have been reported for

the six laser lines (2). These values are reproduced in Table I aiong with

Tabie I. Einstein coefficients and line center cross sections of tne iodine

laser lines.

Fu+F£ 3»4 3»3 32 2»3 252 2»1
-1

Au>2,(s ) 5.0 2.1 0.6 2.4 3.0 2.3

°u>2(vo)’

(lO'lacmz) 6.0 2.4 0.66 2.67 3.3 2.55
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tne line-center cross sections, °u>l(“o)' for photolysis of i—C3F7I at

20 Torr. The net spontaneous emission rate for the process
I* —> 1 + hy

is given by
rate = A[I*)

Here A is the effective Einstein A coefficient which is obtained by averaging

individual A values over the initial (upper) states and summing over the fina

1

(lower) levels. The average over initial staies is done by computing the degen-

eracies of the upper levels. Since degeneracy is 2F + 1 we get for F, =3
and Fu = 2 that 93 = 7 and 9, = 5, respectively. Thus the statistical

weignts are 7/12 for F = 3 and 5/12 for F, = 2. These considerations give

3

A= lagy) (asa * Rasy * Ags0)
92

* (grg;) Poss * Pasz * A1)

Using the degeneracies calculated above and the Aus values from Table [, we

L
get A = 7.7 S-].

A parallel argument can be used to derive an expression for a net stimu-

lated emission cross section o(v) as a function of frequency:




9
o(v) = ('9_2_*37)“3*“(“) *+03.3(v) *a3.,(v)]
+ 92 I’ + +
(W)Laz'):’(\)) 02_)2(\’) °2_>|(V)]-

This is a very interesting result since the frequency dependence of o(v) and

therefore the gain depends upon the extent of overlap and linewidths of the
individual transitions. The linewidths can be manipulated by changing pres-
sure and gas mixture in the laser cavity. This ability to control the fre-
quency and intensity of stimulated emission is a remarkable and powerful
feature of the iodine laser,

8. The Oxygen-lodine Laser.

Excited iodine atoms can also be produced by energy transfer from molecu-
lar oxygen in the singlet state, 02(14). There are two common ways of
generating OZ(IA). First, excited oxygen is produced in usable concentra-
tions when a mixture of 02 in He is passed through a microwave discharge at
2450 MHz. Alternatively, it is the product of the reaction between cl2 and
a mixture of NaOH and HZOZ' Tnis later route provides a chemical pathway
to pumping the iodine laser and consequently presents many attractive possi-
bilities.

The lasers that have been constructed to date have been almost exclus-
ively small-scale devices in which 12 is injected into a cavity containing
OZ(IA). The net result of this interaction is the generation of I*, but
the mechanism by which this occurs is unknown, [t is generally believed that
the reaction consists of at least two steps, the dissociation of 12 by

OZ(IA) to give I*., This however is not at all ciear., Nevertneless,




if the laser is to be scaled from a "bench-top” model to something larger, the
order and mechanism of the reactions must be understood to assure proper scal-
ing.

The first reported work on 12 dissociation by 02(15) was by
Derwent, Kearns, and Thrush (3). In addition to the evidence of emission from
atomic iodine they noticed a yellow glow which was attributed to the 12
transition B3no+u -—> X‘E. The mechanism they suggested to be compat-

ible with their results was
0,2} + 1,(xT5) —> 0,%z) + 21
0,0'2) + 1,00'8) —> 0,%8) + 1,08, )
LAt )+ 0,('8) =5 0,08) + 1,(B%xs,)

The serious flaw with this mechanism is that I* atoms are produced in the
chemically pumped reaction and that under these conditions sufficient Hzo is
present to guench all 02(‘E) before reaction with 12 is possivle. This

was confirmed by experiments in which I* was produced in the absence of

03(12) (4). Thus the only other excited species, 02(15). myst be

responsible for the dissociation and energetics requires at least two of these
molecules. A number of possible mechanisms are currently under investigation,
but they are all still quite speculative and very little information is avail-
able which even favors such a mechanism as, say, one involving vibrationally
excited Oz(la) or the theoretically predicted but experimentally unknown

3
dark state of XZ(A 'Zu)‘
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In order to minimize the quenching effects of all the compounds found in
the chemically pumped laser and thereby produce efficient cw operation of the
oxygen-iodine laser, it is important to remove the products as quickly as pos-
sible from the active volume. This is accomplished by rapid mixing of the
reactants OZ(IA) and 12. In order to obtain high cw power levels it is
necessary that the gas flow velocities be supersonic. In the case of the
HF/DF laser this is done by injecting H2 or D2 through nozzles into an
expanding flow of F atoms in an appropriate carrier gas. Unlike the HF/DF
system, for which a large amount of practical data are at hand, the problems
of mixing a very massive molecule like I2 into a relatively light gas of 0,
molecules have not been resolved. The low cross section for stimulated emission
also dictates that the mole fraction of iodine be high, It is evident therefore
that supersonic mixing introduces a number of other unanswered questions into
the operation of the oxygen-iodine laser.

There are more questions related to the basic chemistry of the laser, For
example, in a clean system of 1 atoms and OZ(IA) molecules only the four

following reactions are needed to describe the observed kinetics (5);
0,("8) + 1 <am> 0,(3p) ¢ It
2 2\ L
I*+0 (]A) -—>1+0 (]z)
2 2
Ix + 02(32) > 1+ 02(32)

0,0'8) + 0,('8) —> 0,(°) + 0,("p)

Although there does exist data on all of these reactions, it is relatively
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incomplete and, in fact, there is considerable uncertainty about the [* + 02(32)
reaction.

In a real system tnhere will be contaminants in the flow, principally H20
and clz; rates of reactions of these species with I* and OZ(IA) are not
well known .

lodine recombination rates are also critical (5). The reaction rates are

known for the three-body process
I +1+ 12 - 212

at room temperature to 1000°K and atmospheric pressure. Extrapolation to tem-
peratures of 100-200 K, as encountered in supersonic nozzle expansions, is very
uncertain except for the knowledge that the three-body rate increases as the
temperature decreases,

Finally, cluster formation is a weli-known phenomenon in supersonic nozzle
expansions. The possibility of the formation of small metastable clusters in

reactions like
I+ 12 ~-> 13

need to be explored. It has been predicted that 13 is bound (6); if so, the
reaction resulting in its formation will be a channel for depletion of the I
atoms needed for producing high energy laser emission. This is but one of
several broader questions related to cluster formation and nucleation phenomena

in a supersonic oxygen-iodine laser (7).
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a) How readily does nucleation occur ?

b) What is the time scale for nucleation and what implications does

this have for the 021* laser ?

c¢) Will wall or nozzle conditions influence nucleation?

D. Purpose of this Work,

In light of the preceding discussion, it was agreed that a better under-
standing of I3 is important. This species has not been observed experimen-
tally, so a somewhat exotic approach is needed. We decided to try to generate
13 in a supersonic nozzle source and to study it by photoionization mass
spectrometry. A photoionization mass spectrometer with a supersonic nozzle
was available for loan from Los Alamos National Laboratory, so the goal of
this effort was (a) to move the apparatus from Los Alamos National Laboratory,
(b) to design nozzles for the generation of IZ and 13, and (c) to automate
the data collection and reduction steps by interfacing the apparatus with a

PDP 11/23 computer. We report the results of the effort.

ITI. I,PHOTOIONIZATION

The absorption spectrum of the iodine molecule has been studied exten-
sively over a period of many years. The great majority of this work nas con-
centrated on tne region above 1700 A and surprisingly little has been done in
the vacuum-UV region below this value. There are several reasons for this,
First, autoionization features are dominant from threshold into the far UV
thereby making identification of vibrational progressions and ionization to
excited states difficult, In addition, the close spacing of the vipbrational
levels of 12, 214 cm‘], means that at 300 K there is considerable popula-
tion of the v=2 and va3 levels, so hot bands obscure the ionization threshold

and other vibrational sequences., The ionization potential has been
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determined by vuv spectroscopy (8), electron impact ionization (9), photoelec-
tron spectroscopy (10-12), photoionization without mass selection (13-15) and
photoionization with mass analysis (15,16). Photoion yield curves for the
region of 1050 to 1410 A (13,16) have been published. In the first instance
(13) only total ion current was measured, so the rather prominent structures
at lower energy than the spectroscopic ionization potential of 9.400 ev (8)
were attriputed to the ion-pair formation

L, +hy ~> Lr o> 1T+ 17,

2 2
The threshold for this process was measured as 8.84 eV. This correspunds well
with the earlier results of Morrison et al. (15) and Watanabe {17) who give
8.85 + 0.1 eV and 8.93 = 9,02 eV, respectively, as the onsets for ion-pair
production. lIonization potentials for I2 have been established from these
reports as being close to 9.38 eV.

The photoion yield curves are characterized by extensive autoionization
features which largely obscure ionization to the higher electranic states of
I; that have been identified by PES, In addition, spin-orbit splittings
and vibrational transitions cannot be clearly identified. Because of the
relatively low vapor pressure of 12 (0.35 Torr at 300 K), no effort was made
to examine the photoion yield curve close to threshold as a function of tem-
perature for the purpose of clarifying which of the observed peaks are due to
hot bands.

On the basis of our experience with supersonic nozzles, however, it is
reasonable to expect the cooling of the gases during expansion to be suffi-
cient to reduce or even eliminate the problem of hot bands (18-20). With the

resolution of our apparatus, 0.006 meV for monomers, and the spectral

=13




range accessible, 960-1250 A, a detailed exploration of the photoion yield
behavior of 12 is worthwhile., The autoionization behavior should be resolv-
able into Rydberg series that can be identified through convergence to the
second and higher ionization limits. The photoion yield curve for the ion
pair production partner I+ should also provide very interesting results for
detailed analysis. These thoughts are the incentive for some of the photoion-
ization studies we have initiated this summer. A thorough survey of the lit-
erature revealed nothing pertaining to the cluster species loI2 = I3.
Consequently, any information that can be supplied from photoionization will

be a useful contribution.

IV, APPARATUS RELOCATION AND RECONSTRUCTION

The primary objective of the summer work was to relocate a molecular beam
photoionization mass spectrometer from Los Alamos National Laboratory to a
permanent location at the University of New Mexico. In preparation for the
move, a large number of detailed photographs of the assemoled apparatus were
taken to assure ease of reassembly and relocation of wiring, flanges, fittings,
forepumps, diffusion pumps, etc. These were printed as 8" x 10" glossies
which have subsequently been used extensively. Figures 1-3 are photographs of
the assembled apparatus at LANL. Disconnection of the electrical components
and labeling of the wires were completed in early June. At this time all
parts of the apparatus were checked for possible radioactive contamination by
H Division personnel. Direct counting was done where possible, smears were
taken of less accessible portions, and water lines were flushed with dilute
acids which were then monitored. No evidence of any residual radioactive
material was found. Next, the mass spectrometer was carefully disassembled

and al) critical parts —- nozzle source, ionizer, grating, channeltron -- were
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packed with extreme care., This was then moved to UNM by U-Haul truck. This
was accomplished by early July.

The neart of the apparatus is the electromagnet which weighs about
6,000 1bs. Special provisions and coordination of effort was required for
moving tne magnet. For removing the magnet and stand from the CMR Building at
LANL, Zia Corporation provided a crew of riggers; they placed the magnet on a
truck from UNM which was used to transport it to Aipbuquerque. Tne UNM
Physical Plant service lifted the magnet from the truck and set it on the
ground next to the Chemistry Building. The magnet is too heavy for the
freight elevator in the building so Crane Services, Inc. was hired to move the
magnet into the lab and mount it on the stand. Because of the awkward loca-
tion of the balance point on the magnet, it was necessary to fix a set of
I-beams to the top of the magnet for lowering it into a doorway with direct
access to the basement. Once in the lab another arrangement of ]-beams was
needed to 1ift the magnet into position so the stand couid pe moved under it.
This was accomplished by using a set of snort (8") hydraulic jacks mounted on
cribbing of large timpers, This last stage of getting the magnet into the
building and mounted properly took about 1 week of full-time effort.

While this was being done the source chamber was reassembled, leak-
checked, and pumped down. With very little effort besides closing all the

flanges, tne source chamber was pumped down to a pressure of 5)(]0'7

Torr.
This assures us that the apparatus is tight enough to begin experiments, that
is, it suffered no major damage in the move. A beam of He atoms was run
tnrough tne nozzle and routine checks were performed on the beam flag, ion

gauges, power supplies, etc, which showed that all are in working order.
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We also performed some checks with the monochromator, Since the nono-
chromator as originally designed does not fit into the available space around

the ion source compartment, it was necessary to reverse the entrance and exit

arms. This means that the grating must be turned so the blazed grooves point
in the correct direction, It also means however that to scan into the +1
order, the scan must be in the opposite Jirection from the zero-order reflec-
tion than the readout drive on the monochromator. Some simple experiments
confirmed this expectation. Slight modification of the monochromator will be
required when it is being mounted to assure maximum recovery of light from the
H2 discharge lamp,

Magnet Alignment Considerations. The first, and extremely critical, job

is proper alignment of the source and detector chambers. This is essential if

adequate resolution is to be achieved. The resolution R is given by

v
R = 257y
where r is the radius of curvature of the magnet (17.750") in this case) and

S, is the source exit slit width., y(r) is the error term which can be

0.004", expressed as

v (r) = ruz + E
where o is the half angle of the lateral divergence out of the source slit.
In this apparatus a is determined by the quadrupole focusing lens system and

is 0.015 radians. E is the sum total of errors which arise from misorien-

tation of the magn.t, anomalies in the magnet field, etc. For our
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apparatus r02‘= 0.004", so tnat if a resolution R = 1000 is desirea, E cannot
exceed 0.0018". We are confident that this maximum value for E has been

achieved with tnhis mass spectrometer since the mass spectrometer equation

g2yl

m/e = "

nas been previously satisfied., In this equation m is the mass of tne particle,
e is the electrical charge, B is the magnetic field strength, V is the acceler-
ating potential, and r is tne particle ordit radius. Figure 4 shows the rela-
tionships of the slits and the magnet with respect to one another. The
desired resolution (R = 1000) will be obtained when the following conditions
are satisfied:

a) The distance between tnhe slits if 71,000+0.005".

b) X = X, * 0.005".

¢) Tne ions enter tne magnetic field at an angle of 90° #0.001 rad.

d) The mass spectrometer equation is satisfied.

The cross-hatched area in Figure 4 indicates the location of the virtual
magnet. By rule-of-thumb, the outer edge of the fringing field is one pole
gap away from the side of tne magnet. Tne pole gap in our magnet is 7/8".
Although the radius of curvature of the real magnet is 16", when the fringing
field is taken into account the radius of curvature of the virtual magnet is
r = 17.750". Tne geometry of the system then requires that Xy = x2 =r/3
+ 0.,875" = 31.618". Tnis condition must be met in the first-order alignment,
second-order alignment will later be done by moving the magnet just enough so
that mass spectrometer equation is satisfied,

Alignment Procedure. In order to accomplish the alignment several

special pieces of equipment were made. These were:
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a) An aluminum bar wnose total length is 71,000¢0.010". Tne center 1s
clearly marked and the ends are oriented at an angle so the tips fit
into the siits of tne source and detector.

b} Two pieces of aluminum angle were fit with threaded rods to hold
them against the sides of the magnet, Tne center of curvature of

the virtual magnet was precisely located near the intersection of

1 these bars.
¢} A block of ai.minum was machined to fit between the pole faces of
the magnet. A long rod was calibrated so the distance between the

magnet sides and the slits could be determined to #0.005".

d) A second aluminum block was manufactured to fit between the magnet
pole faces. This one was cut so the side facing the slit is per-
pendicular to the lower magnet pole face to #0.001 rad. A first
surface mirror was attached to this face.

e} A surveyor's transit,

These tools were then used to complete the alignment. First, the center

of curvature of the virtual magnet was located near the intersection of the
two aluminum angles mounted on the magnet sides, Second,.the long aluminum

bar was centered over this point so that it was perpendicular to the symmetry

axis of tne magnet. The source and detector chambers were then moved until
the tips of the bar touched the slits. Third, the distances from the magnet

sides to the slits were measured and tne chambers were adjusted to get these

distances (X] and Xz) nearly identical. Fourth, the block with a mirror

was placed between the poles faces of the magnet and viewed through tne slits

at both the source and detector ends with the surveyor's transit. Tnese units

were then oriented carefully and cautiously until they were symmetrically

disposed about the line of sight through the telescope and the reflection of

the slit was elso symmetric about the line of sight. These steps were
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repeated in this sequence until seif-consistency of all the medsurements was
obtained. In the final configuration X, = X, = 31.581+0.005".

Reassemdly. After the first-order alignment was obtained, the channel-
tron was fit into the detector chamber and entrance and exit slits were set at
0.004", The vacuum system of the analyzer was assemoled and leak checking
comnenced. It appears that everything is in reasonably good order and that
only a few O-rings and new pump o0i) wil) be needed pefore the desired pressure
of ~1x1077 Torr will ve acnieved.

V. I, NOZILE DESIGN

3

The production of the possible intermediate I, is of critical impor-

3
tance to tnis experiment. The goal is to be apble to generate a sufficient

amount of 13 in a supersonic molecular beam to be able to study it by photo-

ionization. The most convenient way to do this would be to generate tne I3

in the nozzle itself, so the first attempt at constructing an I, nozzle is

3

pased on mixing I, and 1 immediately prior to expansion through the nozzle.

2
The nozzle designed is being constructed according to the drawing given in
Figure 5. It consists of a pair of concentric nozzles; 12 will pass througn
the inner nozzle into a buffer region between the nozzles where the process
I +1-->15can occur. The I, will be mixed with a carrier gas, prod-

ably helium or argon, and the entire nozzle and inlet system can pe neated.
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The outer portion is where I atoms are transported to the interaction region,
The plan is to prepare I by the reaction
I+ 0, (') -=> 21 + 0,(°5)

Singlet oxygen 02(16) will be prepared by a microwave discharge through a
flowing stream of 0, in He. This will intersect the 12 in an interaction
region immediately prior to expansion. This nozzle design can be employed in
a variety of ways to dissociate iodine. Much work will be required to charac-
terize the nozzle and to establish optimum operating conditions. A preferred
characterization technique is laser induced fluorescence.

If a satisfactory 1 atom concentration cannot be achieved by this approach,

it may be necessary to revert to the standard nozzie design and to generate I

atoms from photodissociation of I2 or (12)2. This possibility is suggested

by the work of Valentini and Cross (21) who have reported substantial cage effects

in 12 Ar clusters when photodissociated at 488 nm with 2 cw argon ion laser.

VI. COMPUTER INTERFACING

The photoionization mass spectrometer was operating at Los Alamos National
Laboratory required manual data collection and wavelength positioning in addi-
tion to manual data manipulation to correct for background, pressure drift, mag-
net drift,and normalization of day-to-day data. Al} of this is rather tedious
and inefficient when the instrument is fully op-rational since the data reduc-
tion may require considerably more time than the data collection and the possi-
bility of error from manual treatment of the data increases substantially. Con-
sequently, we have proceeded with efforts to interface the equipment to a com-

puter which will be used to do much of the routine work.
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To tnis end we nave acquired a PDP-11/23 computer with 32 K of memory., It
uses the RT 1) operating system for data acquisition., The mass storage medium is
a TU-58 cassette tape system. we expect to have access to either an RX0l or RX02
disc drive in the near future to use for softwarc development, but these nave not
been available to us yet.

We have developed a parallel digital I/0 to the photon counting system,

This channel reads the total number of counts collected on a PAR Model 1112
digital synchronous computer in a preset period of time and resets the time to
zerg and initiates counting. This much of the code is currently working. We
plan to include an option in which it is possible to choose between a prede-
termined counting time; a total number of counts such that the counting errors
reach some selected percentage error given by 1/ /N, where N is the number of
pulses collected; or the choice between 1/ /N and some maximum count time if N is
small, To write the software for these options, it is most useful to pe able to
connect the computer directly to the apparatus. We expect to be able to do this
very shortly —~ we need only to find all the leaks in the analyzer section of the
machine and then we can apply power to the detector and receive counts.

Tne computer has eight double-ended A to D channels which can be used for
data collection. For example, it is important to monitor the intensity of light
from the Hz source as measured by the photomultiplier tube. The ideal
situation is to, in fact, integrate the light over the caunting period so that
the number of ions produced per photon intersecting.tne molecular beam can be
determined. This can be done easily with the computer. Also, it will be useful
to monitor the various pressure gauges to be able to normalize the count rate to
some pressure. This is important since the concentration of clusters in the beam
is related to pressure by a function like Py = p? where n is some numper
greater than unity, Pr is the total pressure and Py is the partial pressure

of dimers.
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The computer system supports D-to-A channels which can be used to drive a
stepping motor which will be attached to the monochromator drive system. This
will allow us to advance the monochromator automatically by punching the desired
wavelength increment into the computer console. This capability wiil also be
used to display the final adjusted results on an XY plotter.

In preparation for writing our own software we have reviewed the code used
on the photoionization apparatus at the National Synchrotron Light Source at
Brookhaven National Laboratory, which was graciously loaned to us by J. R. Grover

(22).

VII. RECOMMENDATIONS

It is quite evident that many uncertainties exist with respect to the
operatior. of the oxygen-iodine laser. A large number of these questions per-
tain to the basic science of the reaction mechanism while a colliection of otnhers
are related to the operation of the device itself. We nave chosen to address
some of the questions about nucleation or condensation phenomena in tne
oxygen-iodine laser. The experiments initiated are difficult because the species
we wish to investigate, most notably I3 and 14, are short lived and

transient. We have made considerable progress in constructing an apparatus which

can supply information about these species. however in the 10 week period of this
project we were not able to actually come up with answers. In view of the
potential importance of these answers to the supersonic oxygen- iodine laser, we
recommend that the photoionization and I3 nozzle work be pursued. The limited
experiments done on the photoionization of I2 point to the need to clarify

these results, particularly in supersonic beams. Clusters can be identified and
examined by electron impact ionization is a rather crude way, and in much more
detail with photoionization. Particular emphasis should be placed on obtaining
thermodynamic parameters for the clusters and cluster ions. Development of an

13 nozzle should be pursued.
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ICSSM COMMUNICATIONS PACKAGE

by

Craig A, Paul

ABSTRACT

The Interactive Communications System Simulation
Model (1CSsM) was presented to RADC by Hazeitine
Corporation on June 16, 1982, The accompanying users
manual, while presenting some information for running the
ICSsSM package and programming to add simulation
capabilities to ICSSM was far too detailed in some cases,
lacked important information in other cases, and required
too much knowledge of the internal workings of the package
for the manual to make much sense to the wuser and

potential programmer.

Hazeltine presented a half-day briefing for potential
ICSSM users and left a users manual behind. After two and
a half weeks of reading the users m2:ual, some
conversations with Hazeltine, and examination of the ICSSM
FORTRAN coding I could implement my own ICSSM modules and
explain to others via a seminar and a short users guide

how to really use ICSSM to simulate communication systems
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and install their own ICSSM modules into the package.

Included in this report is a half-page wusers guide
and an ICSSM programmers guide. The programmers guide is
intended as a supplement to be referred to concurrently
while examining certain sections of the ICSSM users

manual.



AD-A130 767  USAF/SCEEE GRADUATE STUDENT SUMMER SUPPORT PROGRAM ‘!K
(1982) MANAGEMENT AND..(U) SOUTHEASTERN CENTER FOR
ELECTRICAL ENGINEERING EDUCATION INC S.

UNCLASSIFIED W D PEELE ET AL. OCT 82 AFOSR-TR-83-0611 F/G 5/9




~
-9
==
N
i

ha s
“ Ilﬂlﬂ

L

s s i

=

[o )

I

rmrT

MICROCOPY RESOLUTION TEST CHART




I. INTRODUCTION: At the University of Kansas I have been

engaged for the last eighteen months implimenting a
digital communications system simulation package authored
by Hughes Aircraft Space Comnunicatiions Division called
SYSTID. The FORTRAN code for SYSTID included a source
language compiler, FORTRAN communication component models,
and post-processor routines. Having converted SYSTID from
a PRIME machine to a Harris machine at Kansas University
and with ten years of experience with Operating Systems
Design and Implimentation I was selectcd to help RADC

understand and use ICSSM,

II. OBJECTIVES OF THE RESEARCH EFFORT: Our research goals

were to impliment our own modules into 1CSSM to see how
difficult that task would bLe, condense and supplement
information in the ICSSM wusers gquide fcr users and
programmers here at RADC, and to advise RADC as to what
additional modeling elements they would need to make ICSSM
a flexible and easy to use package to model communications
systems including anti~jamming, spread spectrum, combat RF
environment simulations, and other C cubed communication

systems.
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III. HOW TO USE ICSSM

First get permissions to access the ICSSM directory on the

MULTICS system through Peter Leong, RADC/DICEF, 4567,

Next, go to a Tektronix 4014 terminal, and log in. ICSSM

screen formatting was designed only for use on Tektronix

1
‘
1
i
i

equipment and can be most easily used on a 4014. After
logging in and getting to the correct directory the user

can run all of ICSSM by simple one line commands.

TO CONFIGURE A SYSTEM FOR MODELING PURPOSES TYPE

ec sel

AFTER CONFIGURING THE SYSTEM YOU NEED TO RUN THE

PRECOMPILER, SO TYPE

ec pc

TC ACTUALLY RUN THE MODEL TYPE

eC exxer

IF YOU NEED TO POST-PROCESS ANY MODEL OUTPUT FIRST TYPE

ec run_pps

This is the post-processor selection package.

TO RUN THE SELECTED POST~PROCESSING SOFTWARE TYPE

ec run_ppe

During the system model configuratioan phase (ec sel)
you will be prompted as to what is available to run and

certain module (model) specific parameter values to set.
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“Checkpoint® values are set at this time. During model
execution, when checkpointed variables reach their
specified values ICSSM will tell you how long the system
has run, give an estimate of how much longer it will take,
and occasionally give reassurances that the system is
indeed running. These “"reassurances"™ will, of course,

take place during the system "exerciser®” phase (ec exxer).

During the system model configurator, when you have
finished specifying the system and have told ICSSM to
finish, ICSSM will notify you that there is no
post—-processor port. Let ICSSM go ahead and put a default
post-processor port in the system. This post-processor
port dumps the signals from the entire simulation to a

file called "exer9_dat" in ASCII floating point numbers.

ICSSM has enough memory space to run systems with 25
modules. If your system has more modules you will want to
consider splitting it into two or more separate systems.
Or, if you want to reduce MULTICS run times on two similar
systems that only differ in the 1last few modules ,for
example, you may want to run the system once and output
data that will feed into the dissimilar sections. In
these cases you will want to put an "output driver®™ at the
end of each system that provides the common signals.
Later, when you run the second segment(s) of your systems
you c¢an choose the appropriate "input driver™ to recover
the "output driver"’s data file so as to continue your

system simulation.
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IV. FOR ICSSM PROGRAMMERS

This section assumes that those of you interested in

programming for 1ICSSM have access to parts of or the
entire manual entitled "Report 6390Rl, USER MANUAL FOR
INTERACTIVE COMMUNICATIONS SYSTEM SIMULATION MODEL (ICSSM)
EXTENSION". This section is intended as a supplement.
Wwhile the ICSSM manual tells what each variable means, it
does not tell you what it is used for. This section will
nopefully provide that information for you.

Section A in the ICSSM manual covers programming

requirements for ICSSM modules. Various labelled common

areas and other FORTRAN statements are highlighted as
needing to be contained in ICSSM modules. Commentary and
page references are provided for elements that I think
need further explanation. Refer to page A-2, Figure A-1l,
for the "APPLICATION MODULE DESIGN ELEMENTS" needed for

di fferent "generic types" of ICSSM modules.

{Oon page A-3)

COMMON /EXEC/ TNOW,MODUL,IPORT,NDCD,KEVNT, AUX, I0K, VNOIS

TNOW Given

MODUL An ICSSM assigned number uniquely identifying
this module (Given)

IPORT The data streams this module is currently
getting data from (initially set to 1) or
putting data to (vou set it) or the last
data stream port that the module immediately
upstream from this module just output (Given)

This will be covered more during the discussion
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of "KEVNT" below.

NDCD Given.

KEVNT Check this to see what the module immediately
upstream is doing. See discussion below for
details.

AUX This variable needs to be an integer.
Otherwise, don’t worry about it.

I0K Set it to 1 as the first executable statement
of your module, then forget about it.

VNOIS VUnimplemented.

({On page A-3)

COMMON /PARAM/ (User-settable real parameters),

(hidden real parameters)

The settable parameters are those that the user
should set during system configuration (ec sel). As an
example, a transmitter module (called a “"self-updating
module” in ICSSM nomenclature) should allow the user to
set the total amount of time that the transmitter will
transmit signal.

Hidden parameters are those that should be saved so
that their values remain valid from previous invocations
of this module, for example, a sum of an input signal
accumulated over many module invocations needs to be saved

as a hidden parameter.

{On page A-4)

COMMON /IPARAM/ (User-settable integer parameters),

{Hidden integer parameters)
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This corresponds to COMMON /PARAM/ except that this

area is for integers.

For further commentary about these design elements see

paragraph A.2.5, pages A~4 and A-5.

NOTE: Before a module is invoked its /PARAM/ and /IPARAM/
commons are restored from large arrays in the ICSSM
exerciser mainline and saved back into those large arrays
after the module hgs finished executing. This means that
each module can have its "own" /PARAM/ and /IPARAM/ areas
regardless of values inserted in /PARAM/ and /IPARAM/ by

any other modules.
(On page A=-5)
COMMON /XBLOCK/

Any variables that you want to put here that have the
meanings in /XBLOCK/ can be accessed by any other module
with COMMON /XBLOCK/ in it. Any other variables that you
want all modules to have access to can be put into
REAL1IX, REAL2X, INT1X, INT2X, INT3X as needed. A word of
caution: other ICSSM modules may already use these for
their own purposes. Also note that TON and TOFF are

already set.
(On page A~7)
COMMON /UBLOCK/ U(4096)

This array is filled with signal by the module immediately
upstream. ICSSM nomenclature for signal samples is

unfortunate. Contiguous samples from a signal stream is
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called a “coefficient list".

{On page A-7)

COMMON /EVENT/ ION, IOFF,IDEL, ICON,IUP, ISTOP, ICHK, IEND

1up Used by self-updating modules to let ICSSM
know to run them first during the current
simulation time "chunk® TDUR. Every time
an IUP is encountered by the ICSSM exerciser
the screen status information will be
updated.

ION Tell ICSSM that this module is ready to run
only after all modules who have values IUP
in KEVNT have been run. This is also used
in ICSSM routine "SIGOUT"” to let downstream
modules know that this module has put out an
output signal.

ICON This "event"™ can be used for feedback. A
further explanation of how to accomplish
feedback is presented later in this paper.

IOFF ICSSM programmers will generate thiz event
only for feedback purposes.
An ION event, when passed through "SIGOUT", will
change the downstream state to IOFF.

The remaining states should not be issued by ICSSM

programmers,

{on page A-8)

I0K=1
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This lets ICSSM know that a module is currently running.
{on page A~8)

IF (KEVNT. EQ. {logical expression)) or

IF (KEVNT .NE. {logical expression)
Example: For a module with one input port
IF{KEVNT.NE.ION) RETURN

This means that 1If there is no input signal to process

don’t execute the module.

The following are equivalent statements for their

applications:

IF(KEVNT.EQ.ION.AND. IPORT. EQ.N) (process data)

(for an example of this see page A-l9)
or

1F(KEVNT. EQ.IOFF .AND. IPORT.EQ.1) (process data)

(for an example of this see page A-42)

In the first form the module(s) immediately upstream

indicate(s) that valid input signals are available at

input ports up to and including port N. Since all input

ports now have valid data this module’s processing can

proceed.

The second form is independent of the number of input
ports in that the IOFF event is checked for. IOFF means
that all modules immedlately upstream have finished and

that they have called "SIGOUT" to put signals into their

12-12




output ports. The IPORT.EQ.l check indicates that the port

number has been reset to 1; this module”s COMMON /UBLOCK/
has been filled with signal for input port 1 of this

module.

(On page A-9)

CALL DUPXY

This routine transfers data in COMMON /XBLOCK/ to
COMMON /YBLOCK/. Before a module is invoked its COMMON
/XBLOCK/ is retrieved from a disk area. Any modifications
to /XBLOCK/ are then transferred to /YBLOCK/ by DUPXY.
Rfter the module has finished executing during this
invocation the /YBLOCK/ area is output to a disk area.
This way, a time history can be kept of these areas

{called the "signal list"™ in ICSSM nomenclature).

(On page A-9)

CALL DUPUV

This routine copies /UBLOCK/ to /VBLOCK/ and also copies
their associated disk records associated with the input

port (/UBLOCK/) to the output port (/VBLOCK/).

(on page A-9)

CALL FETCHX{INPORT,ISTATUS)

INPORT Data associated with this input port
is brought from disk into /UBLOCK/.
A call to FETCHX is unnecessary for

input port 1 upon initial entry into

12-13
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a module.

ISTATUS ICSSM code never checks this variable.

Hazeltine programmers appear to rely

totally on KEVNT and port numbers.

(On page A=-10)

CALL CKTRIG(MODUL)

This allows the ICSSM mainline to suspend execution

of the model at this module and look to see whether any of

the user specified variables for this module (MODUL) has

reached a value indicated as a checkpoint value. If any

of the variables has reached a checkpoint value data files

will be

written containing system state. 1In case the

system run gets interrupted and execution is prematurely

terminated the system can be restarted at the last

checkpoint and proceed as if no interruption had occured.

{On page A-10)

CALL YSET (TIME,TDUR, SINGTM,MODUL, ICUMUL, NPTINV, RBASIS)

TIME

TDUR

MODUL

IcuMUL

Use TNOW in common /EXEC/

Amount of simulation time that this module

will be active for this invocation.

Usually TDUR is set by a self~updating

module and is made available in common /YBLOCK/
and therefore equivalently in common /XBLOCK/.
For examples see page A-18 and TDURP on page

A= 26,

Provided in common /EXEC/ as discussed above.

Cumulative number of samples. This 1s updated
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NCOF

RBAS IS

by YSET but should be stored as a hiuuen
parameter in common /IPARAM/. This value is
incremented by NCOF in common /XBLOCK/
usually set by a self-updating module.
Number of samples processed during the time
TDUR, number of samples gencrated per
invocation.

Usually set to 1. This variable is put into
common /XBLOCK/ variable SPACX by routine

YSET.

(On page A-11)

SICOUT (TNOW , IPORT, 1, IEVNT)

TNOW

I PORT

IEVNT

Current simulation time, available from
common /EXEC/.

Note: This port number takes into account
aitso the number of input ports present

for this module. Given a module with 1
input port and 1 output port the output

port number to be used here would be 2.

If the module has 3 input ports and

3 output ports and I wanted to output signal
on the second port the SIGOUT port number
would be 5.

ION means send the ION event to all modules
immediately downstream and run this module
next time only after modules with IUP event codes
have been run. '

ICON means that this module will be let run after
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all modules with IUP and ION event codes have
been run. ICON is used for feedback processing.

More about this later.
{on page A-1ll)

TNEXT=TNOW+TDUR (see if this module should run again.)
IF (TNEXT.GT.TSTOP) GO TO xxx (Wrap up processing.)

CALL SCHDL (0, TNEXT) (Run this module again.)

(optional FORTRAN code)

xxx (wrap up code) (Special wrap up code may be needed

for the last invocation or all

invocations.)
(On page A-12)
COMMON /YBLOCK/

This common block is similar to /XBLOCK/ except that
it 1is associated with output ports. The contents of this

common are written to the signal list file, SW, by SIGOUT.
(On page A-13)
COMMON /VBLOCK/

This common block <contains signal samples to be
output to the coefficient work file, CW, by SIGOUT.

SIGOUT needs to be called once per output port.

12-16




FEEDBACK PROCESSING

In certain applications feedback of signals is
desirable, There are two easy ways to do feedback

supported by ICSSM,

1) If there is enough room in common /PARAM/ you can
store data there to be fed back at the next invocation of
the module. Remember, common /PARAM/ including settable
and hidden parameters can be at most 2100 real locations.

2) Compute TNEXT and use it as the first variable to
SIGOUT. Use ICON as the last variable for SIGOUT. Use
SIGOUT with these variables to ocoutput the data to be fed
back. Call SCHDL with an IOFF event. The next time the
module is invoked the proper data will be available at the

feedback input port.

UPDATING THE LIBRARY

Definition: For ICSSM purposes the "library®™ comprises
only ASCII documentation files to be used during system
configuration {(ec sel). The ASCII file is needed so that
the user configuring a system can see values needed for
user-settable parameters and explanations of what modules

in the library do.

Edit file "filea _dat" so that all the number of
models per <chapter, the numbers appearing at the end of
the chapter descriptions, are set to 0 (zero). You are
now finished updating that file, close it. See page G-4
for its format. Append your module specifications to

"filed_dat® in “filed_dat"’s format (see pages G-2 and
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G-3). Update the first line in "filed_dat®™ to reflect the
total number of modules in the library, now including vour
new modules. Close that file. When you are ready to
update the library type "util". You“ll get the entire
library file listed to your terminal ordered by chapter.
If you 1look at “filea_dat" after "util® is finished you
will note that the chapter entry numbers have been
properly updated. Ignore the “"open statement” section in
the "filea dat” and "filed dat" layout specifications.

They are not needed.

Output files produced by "util®” are "fileb_dat" and
"filec_dat". 1In the ICSSM manual these files are referred
to by the names "b_dat" and "c_dat". Next, put object
code from your module and all the functions and
subroutines your module <calls in the ICSSM directory.
This will allow all your routines to be available to ICSSM
during the execution of your system during the exerciser

(ec exxer).

some final observations: Wwhile ICSSM is running the
screen is filled with status information. This makes
output to the screen by user modules somewhat obliterated.
The best thing to do is to output to a file by using the
fortran "WRITE" statement. For example, WRITE(66,...)
will output to a file named "file66". No FORTRAN open
statements are necessary and the file will be closed when
ICSSM stops. To see your data simply "print* it to your
terminal or use "dprint®"™ to get hardcopy to the main

MULTICS line-printer.
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entries.

users and programmers really

information presented 1in  the

spread-spectium schemes,

simulators.
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After sucessfully prougramming

is just alot of tedious insertion

V. RECOMMENDATIONS: The Hazeltine

should incorporate information provided

1CSSM users

their own models running in 1CsSM and

mode led for wuse in ICSSM. These
low—pass, band-vass, band-reject,
modulation schemes, other

and

ICsSM module  you
will find that programming for I1CSSM is fairly easy, there
of desiyn clements.,
Use caution, especially making sure that your entrices in

*"filed dat* are in the correct format and have correct

documentation
this report as
part of the
manual to get

ICSSM itself,

Many more communications system components need to be
include  generalized
high-pass filters,
encoding schemes,

transmission media
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A MODEL FOR PUISED TLASFR AFNEALILG OF SILICON
by
Gregory D. Punkar
ABSTRACT
In this paper we seek 2 solution of the thermnl diffusion

equation, which describes pulsed laser arne~ling of silicon.
This equation is a non-linesr differentiasl e~uation with temp-
erature-deoendent parameters; functiorsl forms are fitted to
these parameters usinzg empirical data. For the non-homogereous
case (including the incidernt laser source term), the eru=tion
is solved numericnlly, using =n adiabatic apnroxim~tion to in-
corporate the temperature dependences of thermszl ~nd optic-l
properties. Melt depths and evaporrtion losses »re ~s0 tsbu-
lated numerically using energy balnnce ecustions,

An analytical mettiod for solving the homogeneous ecustion
is introduced, apnlic~ble for certnin furction~l forms of temp-
erature-dependent thermsl proverties., This method is not in-
corporated into the above-mentiored model; howvever, we include
it as it may be useful in other contexts.
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Symbol

LNEEEES

£ x ]

GLOSSARY OF SYMBOLS US:D

Meaning
Temperesture
Time
Time of laser pulse
Diameter of laser pulce
Laser wavelenrgth
Incident leser intensity
Laser energy density
(=.7%)
Melt time after pulse
Depth
lielt depth at pulse
termination
Melt depth after pul:ce
(additional)
Depth which reaches boiling
temper-ture
Evaporetion loss
Thermal conductivity
Thermal corductivity of
solid Si 2t room temp.

* Specific hent

Specific heat of liouid 3i
Density

Thermal diffusivity = K/cp
Thermal diff, of liquid Si
Reflectivity of solid Si
Reflectivity of liquid Si
Absorption coefficient
Room temperature

Melting noint of .i

13-4

Units
see text

sec
sec
cm

A= (U"H o

Wette for
Joules/cm*

sec
cm
cm

cm

cm
Watts/emX
Watts/em-X

Joules/g-K
Joules/g<X
g/cm’

2
cni/s

co/'s

cm”!

Value used

15 x 10
.53, 1.06

1.2, steps
of .25

.25

cee text
1.05
2.33

see text
.8

.35

.7

298
1683




GLOSSARY OF SYMBOLS USED (continued)

Symbol Meanin Units Volue uced

T Boiling point of Si | 2950
~y Melt front velocity cm/sec

L Latent heat of melting Joules/g 1800
Ly Latent heat of vanorization Joules/g 110C0

i
1
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I. INTRODUCTION:

Laser annealing of semiconductors is a process which re-
stores the crystalline quality of the solid by repeirinz the
damage done by ion-implentation. A field of study which is

less than a decade old, lsser annealing currently stimuletes
some of the most intense interest at the frontiers of rese;rch
in materials processing. Production of hich-ocunlity semicor-
ductors is essentinl to the improvement of highly technical
electronics in modern aircraft.
Ion-implentation of impurities ir semiconductors oproduces
a disordered (amorvhous) surface l-yer in the solid. This
layer casn be nnywhere from a few hurdred to 2 few thois~nd
angstroms thick. Two schools of thought have dominrted the
study of the process by which crystnllinity is restored during
pulsed laser annesling. One theory st-ote: thrt the surfr-ce re-
gion of the semiconductor melts, after which epitexinsl cri/st-l
regrovth occurs: The other states that dam~~e is reneired by
the formetion of an electron-hole plasmof foct recent experi-
mental evidence is in favor of the melting model?ﬁ some recert
treatments of the probiem have incorpor~ted both meltine ~nd
plasmn effectsf- In this project we nssume th~t melting t-kes
place; we thus try to predict the effects of various ircidert
laser energies.

At the Materizls Lsboratory of “right Pottercor Air Torce
Base, experimental laser annealing resenrch h»s recently been
initiated using a single 15-nanosecond Kd:YAG laser pulse. The
incident laser actunlly consists of two berms: » tund~mertal
with wavelength 1.06¢«, snd simultsneously, a freouency-doubled
beam at }=.53u. The ootical zbsorption coefficient of Si v-ries
strongly with wevelength. Since it is much hicher for the .53
beam than for the 1.06« bepmf\ne corsider only the nbsorntior of
the former,
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II. QBJECTIVSS:
At the Materials laboratory, total time of surfnace meltire
is measured by monitoring the reflectivity of the semiconductor
surface during arnealing. The time during which the reflectivity
is that of liquid Si (=s ooposed to that of solid Si) is t-ken
to be the total time of melting. Unfortur~tely, the time fr-me
of this project (tem weeks) has not 2llowed us to make cogent
predictions concerning the regrowth velocity (thnt is, the r-te
of recryst=liization after a.nesling), which, of course, is cru-
cigl to a prediction of totn]l melting time. However, we h~ve
devised o model thnt, in =dditior to predicting meximum melt
depths 2nd evanorntion losses as functions of ircident l-ser
energy, hns the flexibility of varying the initinl substrote
temperature and thickness of the surface ~mornhous lsyer., An-
nealing of other materials, such os GaAs aznd Ge, could ~lso be
investigoted with this model without too much difficulty (func-
tional forms of temperature-denendent par-meters for these

materials would have to be obtained). Further study of the
problem could result in predictions ~bout the rrte of cr:st-1
regrowth, vhich would ensble extersive comp-risor. with experi-
mer:t,
III. THEORETICAI BACKGRCU!D:

Heat transport in materials obeys the continuity equ~tion,

I T 2 o< (F 4
-;t-——‘ + V- TI = s(v(')'/: ) (1)

Here 7, the volume energy density, is :;7'. j: power per unit

area, is -rff?(minus sign because the temperature gr-dient must
be negative for energy to flow). S(r,t) is the source intensity
which is given by

Sty = ("R T €

S
—
-—-

R . . . . ]
The criterior for tre-tire v nrablem ~s ore-direncionel i=s ¢ ¢
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‘EI—T—? c<«d, i here "'Fﬁ represents an approximetion of a "lotereol
diffusion length." Since o is of the order of 1 centimeter for
our case, ‘Y, =15 nanoseconds, snd D varies from about .8 to .1
from room temperature to melting point, the inequerlity is s-~tis-
fied. Thus the diffusion equation reduces to

9T _ 3 T _ x (1=K X
I€ oxp dx =4 I‘;Q (?)

It becomes convenient to work in a temver~ture scale in which
the initial substrate temperature (for our case, 2?98 K) is the
zero of temperature, Then, if we treat the materisl ns semi-
infinite, the initial and boundary conditions are:

TE=)=0 | Tl=es):o , -‘-):—‘fozm\zo (3)

The problem is greatly complicnated by the frnet that D and & are
strong func‘;’t%ons of tempercture. For the so6lid ph-~se D ceon be
fitted well " by

oD - R-2078.26, ©=1.3876, for 298 X <« T <1200 K

°' s 2-13.7037, ©=.67934, for 1200 < T < 16837%x (4
(Here T is in Xelvins).

The temperature behavior of the absorption coefficient of
solid Si is not well known. It is known to be ~u'cm ' at room
tenperature-'for A=.5%34. The liquid value at thot wsvelength is
lmown’ to be ~1c*<m"', As one aporoximation, we trest log, = s
being linenr with T. However, recent data from Oak Ridre Nea
tional Laboratories'c indicates an exponential dependence of
with T up to 1000 K. We can extrapolate this to the melting
point. Thus we investignte the effects of using two different
functional dependences of the absorntion coefficient:

&~ >olg |o‘7' (T‘T‘\/Tu"l, H Too0LO | Tg 21385
“He €= P (T/TY ., :5020, T, 430
vhere again T is in Kelvins,

Thus, equations (2)-(5) descibe the hent trensport process

(5)
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for pulsed laser annesnling of Si with A=.53M, Purely =n-ly-
tical attempts to solve this differentisl eruatior hsve not
pmet with success; thus approximations must be m~de, We inves=
tigate these in a later section.
IV. AMORPHOUS TAYFR:

We taoke the thickness of the smornhous l=yer to be 1000 K.

(This value can ensily be changed; it is an input to the com-
puter program). Temperature-dependent parameters for nmorphous
Si are not well known; however, it is believed thnt the therm-l
conductivity is lower than that of solid Si (~t lenst at low
temperatures), and that the absorption coefficient is higher.
For the latter, we use eqs. (5), with e =3000C 2nd 2 replsced
by 1.53 in the first equstion; o =30465 and T-€01.5 in the sec-
ond, For the former, we follow the predicti ors of w°od" and
set the thermal diffusivity at .1 cm/s. (It mny be still
slightly higher at low temner~tures, but the hizh-temner“turé
data is more imnortant to our an~lysis. Test runs of the com-
puter program have indicated that, reg-rdless of the thidkness,
the amorphous layer does not make a grest de=l of difference
concerning meltins, and evaporation, This is orobsbly due to
the fact that our high-temnernture oredictiions for the diffu-
sivity and absorption of amorphous Si do mot differ gre-tly
from those for solid Si).
V. ADIABATIC APFROYIMAPICN:

For constant D ~nd « , eaustiorns (72-3) can be solved using

the Green's function techniocue. The result'” is

T = (=R T, FUO,= x4 Lobece

-F
| - ._)5.._ - e —x=
F(D)d,x)’ﬁ\::g{-o(xeﬁ'c (_‘_ﬁj ux\j%—?”"P(H:D\/ (&)

—et X . 1 ""“*’(. o) —_ X o X -
- e (@O T - e (B + 2N

tJ
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We now incorporate the temperature dependence of D and « in the
following manrer :  the incident laser pulse is divided into
many subpulses of infinitesimal time duration 4t. During e=ch
subpulse the temperature rise is assumed to be smell enourh
that D and o can be treated as adiabatically constant. The
value of D and &« at the beginning of each subpulse is deter-
mined by the temperature due to incremental incresses from =11
previous subpulses. In other words, from eq. (6), the temper-
ature rise during the first subpulse is giver by (using the Oek
Ridge absorption function for the sake of illustration):

-8
AT =4t~ R.,,\L,{J FIPTe ) =c\ x, 1) I)" 7
P AtS
The temverature rise during the n subpulse is givern by
= N
AT, = AT(\"R\L{AF Co (7;4.251;) “’""‘P("AT ; X1 | g\_
rBe ]

To evaluate the temperoture distributicn nrt ~ny time ¢, we sum
over all the incremental rises, then take the limt ¢s 4¢—>0:

~ E N T/rc- 4
T () = (=8 T Cat’ ,'iF(DQ we . %X,t7) (8)
cp ;
The specific heat ¢ is a week function of temperesture in the
range of interestq:

4
c(M=ceT (9)

where C, =.27867, ¥=.17734. It can be treated, without gret
error, as consi-nt; we choose, however, to incorporate its
temperature dependence into the solution by the method de-
scribed eerlier in this section.

Since one of the boundary conditions of the problem is
that T(t=0)=0 (this can be checked by evsluating F(t=0), re-
membering that erfc(?)=l-erf(?); erf(-%)=-erf(?); and erf(w)-=
1), equations (6), (8), ~rd {Y) lead to (n-ain using the O~k
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Ridge sbsorption functinon),

-, 7 €7y
TGO (-8 30 T Y e expl T/, e ov KT (e
o P T "'(P(T/T . s VoeT )
. . —3/ T VY
e TRAET . T e (T - om0
) - . -0,
*_{_e,@(«;DLT T uxe (%‘_‘“)) [gxp (-uc X 2xp fT/-\) v ,« o ks T
_%k - e R —Fravs
- T ) rocp (omexp (TN e (oo T ERT T X | ¢
! ’ — Y
IeUsr Lot - .

This implicit function of T must, of course, be solved nurer-
icslly. This is done for both of the =forementioned funct on=1
forms of «(T}).
VI. MBL]ING DURING LASUR PUL3E:

By conservation of energy at the melt frort, the melting

velocity is determined by'

L-H'U—P:('_EL\/I‘. -Kf "‘*s (11)

L i+ vr:r\f

The first teirm on the right hand cide of ecu=tion (11) rernre-
sents the energy incident uoon the licuid layer st the semi-~
conductor surfoce; the second term revoresents the energs 1lost
to the solid beyond the melt front. Due to the lntent heat L,
it is probable (and is verified by our d-ta for most energies)
that, during the oulse, a gre~ter depth will hsve re=sched the
melting temperature th=n will hove melted. This sug~ests the
presence of a transition or "slush"” zoneh. e thus evnluate
the temperature gradient at the end o7 the slush zore, since
the ertire zone is assumed ® be at the melting point. s is
mirrored by the discussion in the 1lnst few suntences, =an upper
limit on the melting depth is the depth which h~s reached the
meltine temver~ture. ¥or hizh enersies (1.75-2 J/em™), it is

found that, nerxr tne e:d of trne pulsc, the =elt denth reec-es
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this upper limit. In other words, there is no slush zore for
these energies at the end of the pulse.
VII. HEATING OF IIQUTID DURING PUISE:

Por liquid Si, the thermal and opticel parameters are
treated as constant (see Glossary). We thus assume th-t, once

a given depth hss melted, it hents according to ea. (6), with
the zero of temperature now being T, and the zero of time
being the melting time for that depth, determined by eas, (10)
and (11).

A

VIII. SURFACE EVAPORATION: Te I —
According to the pre-

ceding section, at the end of |

the pulse there will be =a o | Ior \~‘

certain temperature distri- N

bution in the linuid (arbi- I I
trarily shown in fig. 1). T xl; :‘N —

A certain deonth, Xg, will be
calculated to have exceeded \Jr F"D- 1

the boiling point. However,

assuning the liquid does not heat above Tg, we can assume that
calculated temperantures above Ts contribute to surfece ev-por-
ation? Ve can thus celculeste the amount lost to evapora ion
by the following energy balance equation:

Xe
LV Oxv - C,._ S T(K\ JK (1?)
Lo

Here the integral represents region I in fig, 1.

We should mention here that doubts exist as to whot the
boiling point of Si is. Estimmtes in the literature r=rge from
2500-3500"K.' " variations in this will elter the predicted

value of evavor~tion loss rs well as the tot~l melt de-th.(see
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next section). Further, some evaporntion will occur b-fore the

boiling point is reached; however, since the temner-ture rise
from Tn to Te near the surfrce is found to occur in » much
quicker time than’T} s+ We neglect evarorntion before the boil-
ing poit is reached.

IX. MEITING AFTFR PULSE:

Using a similar method we cnan calculnte the ~dditionsl

depth to which the solid melts ~fter pulse termin‘ tion. Usirg
a similer ~rgument to that of the last section we c-n write

(see fig. 1)
o) M

LMAXN '—‘i._[ xﬁT(x\}’i’( t+ (—'C—T”)(XE "‘LX\/\l (13)

Here the irtegrnl represents region III in fig. 1; the secord

term on the right renresents region II corrected for ev~por-
ation loss.

The time of melting after the oulse c~n be anproxim-ted
by ‘T"ZI/DL’ where %: xw1lfwa-0x, . This estim-tes tre time it
takes for he~t to diffuse from the front surf-ce of the linuid
(corrected for evaporntion) to the mnximum melt deoth,

This appronch ~ssumes thnt, at the erd of the pulce, the
so0lid is ot the melt temper~ture to ~t le~st n depth {Ax. beyond
the pulse-termination melt deoth, X4. However, rec~ll from
section VI that, for energies of 1.75-2 J/cm , no such tror-
sition zone is found to exist. Although it is logic~l to as-
sume that further heating of the solid t-~kes place for there
energies (since the uprer limit melt velocity is reoched), it
is not safe to nssume thnt a treansition zone exists to = depth
Xuq+&xn. For this reason, in fig. 2 we plot the melt depth
reached during the pulse, Xn. This cen be reg-rded ~s a lower
limit to the sctual melt depth reached, while xn+Oxx c=n be
regarded as the corresnonding upper limit,
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X. SOME CCMMENTS CONCERNING RECEYSTATLIZATION VELOCITY
Aw mentioned before, we were unable to make =2ny good

predictions of recrystalliz~tion velocities. However, some
qualitative comments may be helpful:

We have assumed that once the total melt depth has been
reached, the entire liquid layer is at Ty, all "excess™ he-~t
having been exhausted by the process described in en. (13).
Then the recrystallization velocity c=n be determined by

Lmvp = Ks %}_ it Cpo ~t

The melt velocity (eq. (11)) at the erd of the pulse is
found to almost triple wher the energy density is doubled.
This suggests shallower temperature gradients in the solid for
increasing energy density. If we assume that this ssame trend
holds true by the time total melt depth is reached, then re-
crystallization velocity will decresse with incre~sing energy
density.

For further disecussion of recrystalliizetion, consult ref-
erences 15 and 16,

XX, RESULTS AKD FURTHER DISCUS"ION:
In figs. 2 end 3 we plot melt depths =nd evzvoration los-

ses, respectively, as functions of incident energy density.
This is done for both previously mentioned functionnl forms of
o. It is seen that which functional form of ot is used is not
crucial, even though the value of « for solid Si st the melt-
ing point differs by a factor of 4 for the two ceses. The ren-
son for this can be seen upon exsmination of ecuation (6): for
o <<{pt, which is the cose at meltirg point for either furc-
tional form, the terms that dominate F are

_.é-.er-,’-‘c (zﬁ—b__t_‘) 4+ ANDAT exp (’KI/LJTD))

independent of o .

Ex~mination of the melt depth grn»h reve-ls th-t the denth
of melting appesrs to approach a srturation value, This is
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due, in vnart, to the fact thnrt at hizher energies the melt
depth reaches its upper limit nrior to pulse terminntion. As
energy density is increased, this occurs sooner =nd sooner in
the pulse. The melt depth is then limited to the depth which
has renched melt temperature. Inspection of the domin~nt
terms of eq. (6) reveals thrt the temperature will fnll off
with depth faster than it will rise with incressing intensity,
suggesting a threshold on the depth to which melt tempern~ture
is reached.

Further study of this problem could determine whether or
not melting cen occur to a total denth of #u«fx., for the ener-
gles at which the melt velocity re~nches its upper limit during
the pulse. If we were to predict thot this cannst occur, then
a maximum total melt depth threshold of ~800C % would be pre=-
dicted (indicerted by the dashed lire in fig. 2). Otherwise,
surface ablation demoge, which is known te occur if the melt
depth reaches ~-1 micron”, ic predicted for enersies =t or
above 1.75 J/cm*.

MAXIMUM MELT DEPTH AS A

EVAPORATICN LO3S AT A
FUNCTION OF ENERGY DENSITY

FUNCTION OF EHEZRGY DRISITY
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XII. RECONMMENDATIONS:

A detailed descrintion of the computer progrem which
models the processes described in this peper is beirg provided
to the people at the Materials Laboratory. The progranmer
inputs three quantities intc the program: lo-er energy der-
sity, initial substrnte temper=oture, and amorohous l~yer thick-
ness., It was found in this paper thet amorphous l~yer thick-
ness is not crucial to this model; however, if more reli-ble
information is obtained concerning the chesracteristics of
amorphous Si, it ®uld be found th~t the amorphous l-yer thic¥-
ness is » more crucirl quoentity. One possibility th-t w~s not
investignted in this model was thert of a lowered melting temp-
ernsture and/or letent het of melting in the »mornhous l~yer:
it might be instructive to modify the progr~m to include these
possibilities,

Based on the findings of this model, energies of the order
of 1 to 1.5 J/cmz should be used for desired melt denths; high-
er energies could result in damage to the silicon wrfer. The
melting threshold is predicted to be about .5 J/cmz: this is
one suggested way to test the accurrcy of the model.

The references cited in section X ~re = good st-rting
voint for further investigation of regrowth velocity. If we
predict a regrowth velocity of Sm/sec, which is compner-ovle to
experimental findings, the resulting predictiions of totel
surface melting time 2re ~250 nenoseconds for QJ/cmz pulse,
and about 100 nanoseconds for 1J/cmzpulse.

Acquisition of bvetter d=ta, especially =t hizh temper-~tures
for absorption and diffusivity of Si, would improve the ~ccu-
racy of this model. So would more efficient =nd precise comput-
ing techniques.
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APPENDIX: TPTATNENT OF TH NONLINEAR HOMCSRNEOUS DIFFUSION
EQuaTION '?

In the absence of a source term, eousation {(2) reduces to

T _ 2l =-a
%___ “D(ﬂ&l e

(A1)
~(14¥%) )
Suopose D(T)=p T » where O<%<«{ . Then
_qu T - Do .J)— -
ocry2l =0, T T et~ T (A-2)
thus ”
9T = —be X 7F
af & x= (A-'ﬁ)

We now employ separntion of voriables: let 1:-Y0xX)OW) . then
10 - — 0 g a2 -©
N e 89

® ot » °F
S 40 <~ -Do ot "V‘_
o 3¢ w a2 =-D, 7o (A-4)

(We have chosen the negative sign on ) for convenience; tre~t-
ment is just as straightforward for the positive c~se). Solving

__"/ 1+
s [(l +2) ™ ( fT"‘"('\J (A-5)

the time-dependent part,

where Tis a oonstant of integrntion.
Turning now to the spatially-dependent part of ea. (A-4),
we make the transformation %=¥ . Then

3 . £
ax* 3 '® (A-6)

2
The left-hand side can be written as —z';,f';(;% Then

(B = ZRCB 9@ (Cien o
ax -3

)T el ()

a3 - 'y
I 2 B (xax)
Iy -7

RS ES AN
'\ 39 R J
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Let X‘—“u"‘l . Since or‘e‘l, §>0 . Then

B 2 AR eenz: S S
NG

For even powers of ¥ {corresponding to @ =1/3, 1/5, 1/7, etc.)
solutions to the left-hand side of (A-B)can be found in stan-
derd integral tables. (Solutions may also be found for cert~in
negntive values of B ). For instance, for Si the therm~l dif-
fusivity can be fitted quite well, in the solid ph~se, by

D(T) =i T—Y/;’; for this c-se §: /3, ¥=32 and eq. (A-5) beccmes

3
o+ = [4n - (A-9)
Eq. (A-8) becomes .
S e CESS e
YT (4-10

: D (xtwoY
2+ — K
s 320 A

-l
But 7-7 7, so o R ka2
ve [ e 8]

3y (A=11)

-3/
y/ N -
ond T=To [t +# I8 axF1 0=
‘300 -l
o
vhere To{(32) Yo . Thus, 12 To, X, and T cen be fitted to
boundary and/or initial conditions of a homogeneous diffusion

problem for Si, ecustion (A~11l) is »a complete annlyticnl sol-
ution for the temperature ss a function of depth and time.
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ANALYSIS AND MODELING OF A REAL-TIME HOLOGRAPHY SYSTEM

by
Jerome Knopp
and
Jeffrey M. Swindle
ABSTRACT

The real-time holography system was studied in some detail using
a generic model. It is shown that aberrations are introduced by
wavelength rescaling. Further errors are generated by the very
nature of phase recording a hologram plus the non-linearities in
the recording media. Resolution requirements and MTF limitations
show that present day phase recording devices are just barely
adequate to correct low level turbulence.

A study of the system using dimensional analysis showed that the
Fresnel approximation may be used to construct a scale model based
on Arkadiew's Law.




I. INTRODUCTION

At the present, DARPA has considerable interest in the application
of optical phase conjugation techniques to visible laser communication,
In principle, phase conjugation can be used to compensate for most of
the optical phase distortions along the beam path of a propagating
laser. In cases of practical interest, the aberrations are due
primarily to the atmosphere; however, phase conjugation can be used to
correct other aberrations such as those due to errors in optical
components or within a laser cavity.

At the present there are several different methods of phase
conjugation which are being considered including adaptive mirrors,
nonlinear optics and real-time holography.

Adaptive mirrors represent conventional technology and have been
under active development for more than 14 years, In order to employ
mirrors for phase conjugation, a wavefront sensor is required that can
determine the aberrated wave profile and then apply a best estimate of
the profile conjugate to the adaptive mirror surface by distorting the
surface with an array of actuators. The practical probler: of
constructing such systems are considerable, In order to apply these
mirrors to total atmospheric compensation would require mirrors better
than those presently available off the shelf, Atmospheric compensation
requires a fast time response (i.e., in the millisecond range) and large
numbers of actuators (on the order of 10! to 10‘ Y. While it s
possible to build adaptive mirrors meeting the required performance
criteria, the costs are hign. For this reason, other approaches to
phase conjugation are being investigated.

Nonlinear optics refers to a collection of methods that use
wavefront reversal (i.e,, phase conjugation) caused by elastic photon
scattering or stimulated interactions of inelastic photon scattering.
Both three wave and four wave mixing techniques are described in the
Hterature".z [t appears that these techniques are the leading
technologies for future work in phase conjugation; however, they are not




available in the near term because most mixing schemes are very

inefficient, In most practical schemes that implement phase
conjugation, the conjugate must be produced from a very weak aberration
sensing beacon that is not strong enough to produce a clean conjugate
wave,

The most promising near term prospect for phase conjugation is
real-time holography. A hologram is made of the aberrated wavefront
from which a conjugate wavefront is produced. Real-time holography
requires a fast recording medium in which to form the phase correcting
holograms. Devices, such as the Ediphor, Ruticons, photo-TITUS and the
PROM which employ fast (real-time) media, are possible candidates for
real-time holography? The cost versus risks for developing a workable
phase conjugation system based on real-time holography appear
reasonable; it is this particular approach which is the subject of this
report,

The fundamental propagation problem to be analyzed is shown in Fig

1. It js desired to direct the energy from a laser source of wavelength
A, to a target aperture of diameter D, from a telescope with a
diameter Ds . [t is assumed that a pointing and tracking system keeps
the beam boresighted on the target aperture, Mounted at the center of
the target aperture is a beacon source of wavelength A, . The beacon
propagates a wave from the target. The wave travels through the
aberrated atmosphere and is wused to form a hologram of an aberrated
wavefront at the source. The hologram is used to produce a conjugate
wavefront that is propagated back through the atmosphere. In principle,
this conjugate would precisely cancel the wavefront aberrations of the
atmosphere. This corrected wavefront could deliver energy very
efficiently from the source to the target provided the target aperture
was large enough %o collect the energy from an ideal diffraction limited
spot. In practice, the impiementation of a real-time holography system
presents many problems that will prevent 1ideal correction of a
wavefront, An attempt will be made here to analyze some of these
problems and to examine the possibility of studying a real-time

|
1




V.UN\:GCT 9 oy R\.U\m.oLn\ oy,

/ NLD%...U\

l4-6




holography system using a scale model.

11. OBJECTIVES AND OUTLINE OF THE APPROACH

The objectives of this report are to conduct a systems level study
of the real-time holographic approach and to discuss the possibility of
constructing scale model experiments. The systems study will be
conducted by defining a generic model and applying scalar diffraction
theory to examine certain problems associated with a working system.
Scale modeling will be discussed using dimensional analysis to construct
a group of dimensionless parameters to model a working system., Using
this group, certain scaling effects will be examined.

I11. GENERIC MODEL OF A REAL-TIME HOLOGRAPHY SYSTEM

The system model for real-time holography will be broken into two
parts: hologram formation as shown in Fig 2{(a) and conjugate playback
as shown in Fig 2(b). 1In Fig 2(a) a hologram is formed of an aberrating
atmosphere using a beacon wavefront at wavelength ), . The beacon is
received by the pointer telescope and the received beam cross section is
reduced by the telescope expansion ratio M, The reduced beam is
directed to a beam splitter from which a reference wave is derived. In
general, the reference may be formed in one of several ways; no
generally accepted scheme is available yet, (Some comments on this
issue are included in the conclusions.) For the purpose of the model, it
will be assumed that a spherical or plane reference wave is produced.
The interference of the reference wave with the aberrated beam produces
a hologram of the aberration. The hologram will be assumed to be a
phase hologram, since most of the materials being considered at present
for real-time holography depend on index changes, surface relief or
birefringence to encode the wavefront. In the model, the material is
assumed non-linear, with a band limited modulation transfer function.

The playback system used in Fig 2(b) produces a conjugate wavefront
that would in principle be perfect; however, in most practical systems
the conjugate would be reconstructed at a different wavelength, )z ,
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than the beacon wavelength, (This is done in part to assure good
separation between outgoing scatter and the weaker beacon.) The “laser
power amplifier” is used to strengthen the reconstructed conjugate.
Strictly speaking, the power amplifier may in practice upshift or
downshift the conjugate wavelength; however, this model will not include
that effect. It will also ignore atmospheric effects due to wavelength
differences between the beacon and the conjugate wave as well as the
pointing and stationkeeping problems of a beacon in geosynchronous

orbit. These issues are addressed elsewheref

Iv. ANALYSIS OF THE GENERIC MODEL

In the analysis that follows, the generic mode! will be used to
examine the following issues:

i) Aberrations introduced by the rescaling of wavelengths
between the beacon and conjugate waves.

ii) Reconstruction errors in phase recording the aberrated
wavefront.

191} The effects of non-lipearities in the recording media.

iv) Resolution requirements and MIF limitations.

A. Wavelength Rescaling

The problem of reconstructing holograms with a reference wave
different from the reference used in forming the hologram has been
studied extensively in the past; however, most of these studies are
concerned primarily with image aberrations rather than wavefront
reconstruction, The concern here is with reproduction of an exact
conjugate? Consider the most general situation, a beacon wavefront
g (x,y.2) to be recorded with a reference [Jo(x,y,z). Note that
underlined quantities represent clockwise phasors. Assume that a

hologram is formed with an exposure range that is in a linear region of




the field amplitude transmittance-exposure curve for the recording media
that encodes the hologram. Then the following field amplitude
transmittance will result:

T(X,y) = Co (Uy +Up ) (U + U )* (1)

where C, 1is a constant and the asterick indicates conjugation.

Expanding Eq. (1)

T y) =Col( Uy +U +U, U +UrY,). (2)

Rewriting the phasor quantities explicitly gives

- Dy x, y)
U = [ e’ 7"
and
-J ﬂR(X,)’)

Ue = Uk

Substituting into Eq. (2) and using Euler's identity gives

I’ =CD(U32+UR2+ 2 UR (JB CDS(¢“¢R) ). (3)

In equation (3) the first two terms represents the intensities of the
waves used to record the hologram while the last term encodes the phase
difference in a fringe structure. From a communication viewpoint the
last term represents encoding of the beacon information on a reference
carrier. In order to retrieve the information the carrier must be
known, In order to accurately retrieve the conjugate wave, the
conjugate of the reference must be used to reconstruct the hologram, If
the reconstructed field is designated as U, , then

U = T _E_]:

or from (2)

Un = G (Ur U + WU+ UE G- G U, 4)
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The last term in eguation (4) represents the reconstructed conjugate
provided that [JR is relatively uniform in amplitude. Vhis term is aof
special interest and will be designated as Qc , therefore

U. = U US. (5)

The first two terms represent low frequency bias terms due to the

intensities associated with I_JB and Ug. They are a source of noise
- *

in the reconstruction. The third term ir general, _[_]R L_ja represents a

: . < *1 . :
distorted version of I__IB since QR is not necessarily a constant

phasor. Usually [_); is chosen as an easily reproducible wavefront,
Failure to accurately reproduce [__JR results in errors,

for the applications of interest here, a plane wave or a spherical
reference wave is of interest. For the case of a plane wave the

reference can be defined as:
—jk(xX gy +T2)
U, = Cp e

where o¢ , # , X are direction cosines with respect to the x, y and 2
axes, respectively. If a wavelength of A, is used in recording the
hologram then k, = 2m/X,. The only term of interest in reconstruction
is Ue Assuming the conjugate is wused 1in reconstruction,then,
. . , 2 *
substituting the plane wave conjugate into (5) gives t_]c = Cp I_Ig and
an exact duplicate of the beacon is produced; however, if a different
wavelength, A, , is used in the reconstruction then

(6)

where ky = 2 n/As . Equation {6) shows two types of error; one is a
tilt term represented by the exponential, the second error is an error
in the optical path. The tilt term is not a problem since it is a fixed

2 —J(ki-k x X+ ra *
-[]; - CP e J z)( Sy + )[_JB

*
pointing error. The path error is more of a problem. The gB term is

the correct phase at the wrong wavelength. Therefore, a path error of
(1= X/, )ﬂgis produced. The path error can not be eliminated
easily, It could be approximately corrected using an Arnulf lensf a
device that approximately multiplies the phase at each point by a
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constant without changing the lateral dimensions of the beam. Since the
resolution requirements for atmospheric correction are quite low (to be
discussed later) such a lens is workable if the wavelength ratio between
A,, and A, becomes a significant problem,

If a spherical reference is used and a change in wavelength is
involved, then for an off-axis reference point located at (x. ,y. ,z.)

then ~J. k, r

- e
U = Cs 7+

where CS is a constant and

Frea/Ca-a P o(x-2.P+(y-y. P .

Reconstructing the conjugate at a different wavelength gives
2 e'-J'(kl"kl )r
T;Ic = Cs r QB*- (7)
Equation {7) shows that a spherical error is introduced that presents no
problems since it can be corrected with a fixed lens and the path length
error is identical to the ane previgusly discussed.

Therefore provided a plane or spherical reference is used,
reconstruction phase errors should be determined by (I-2,/2,) d, .

B. Reconstruction Error in Phase Holograms

As previously mentioned, real-time holography is based primarily on
phase holograms. Phase holograms encode the holographic fringe
structure as a phase change that is directly proportional to exposure.
Unfortunately, they are inherently more noisy than amplitude
transmission holograms. This can be seen by rewriting the exposure, E,
directly in terms of a phase shift and using a second order
approximation to the phasor exponential to describe the field amplitude
transmittance L . In phasor form
T = T e_J'/(( Ecx, y) (8)
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where g is a constant. Now expanding the exponential term gives

2
T = T (I1+juE-% E*+ ). (9)

If

2
+

Ewx,y)= U U;*URQ:*Q:QB

Then equation (9) describes a phase hologram for the beacon. The only
terms of interest in reconstructing the phase hologram are the ones
containing Zggﬁ all other terms are ignored. It will be assumed that
the angle between the beacon wave and the reference wave is large enough
to provide adequate angular separation between these other terms and
EJ;‘. Therefore

T= T~ (U - U U
-4 U:}_C_]R U, + other +erms ] (10)
2

Since Z;7é is assumed uniform, the first set of parentheses in fq
(10) yields only a quadrature component. The second set of parentheses
contains U, which is not uniform and is in fact highly specklied in the
case of atmospheric recordings. This term is intermodulation noise and
is referred to as “flare light” or "halo", This halo, in general, may
not be easily removed. Therefore, by its very nature a phase hologram
will have nofse. The only way to reduce the noise is to keep u{ smafll

and accept very low diffraction efficiencies,

{t should be pointed out that in devices used for real-time
holography, the intermodulation will be worse than that normally
observed in bleached photographic emulsions. In emulsions, both relief
and index changes occur at low frequencies and they tend to cancel out
and compensate for the low frequency speckle.
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C. The Effects of Non-Linearities in the Recording Med{a

In the previous section, only linear phase recording was
considered, The recording media in general will not record the phase in
2 linear fashion. Therefore, this section will concern itself to the
effect of a quadratic approximation to the non-linear recording. The
previous hologram transmittance Eq (8) now becomes:

. Ez
j(ME¥aET (1)

where A{ and A are constants and E(x,y) is as previously described.

T = T,

Expanding the exponential yields:

T =TlI* uE - (% l—ja)E — mak?
_4}254+...j_ (12)

Considering, as before, only terms containing I!;ﬁ

T =TG- R2U, +6uall'+22 U
(e _ZAIJI:?Z)]QRLI:_U:[MZ s .
e a(UU )+ 280t e U U 6 UL )
—J'zdjyg ..Z:TB* + other ’!'cr‘ms} . (‘3)

Comparing Eq. (13) to Eq. (10), it is seen that the non-linear
recording makes matters worse; it increases the number of
intermodulation terms. These terms cannot be filtered out by angular
separation like the terms that are not shown. Therefore, maintaining
linearity 1is very important since there is no way to compensate for the
non-linearities. [t might be hoped that nonlinearities 1in the media
could be played against the inherent non-linearity of phase recording;
unfortunately, if equation (13) is examined closely, it will be observed
these non-linearities terms are at quadrature with respect to one
another.

14-14




T. Resolution Requirements and MTF Limitations

The best of the present devices being considered for real-time
holography use a crystalline material that have modulation transfer
functions that roll off at spatial frequencies on the order of the
crystal thickness. Typically, these devices depend on materials that
are difficult to fabricate much thinrer than about 100 microns. This
suggests that, at present, spatial frequencies are limited to about 10
lines, . For correction of atmospheric disturbances in "good" seeing
the angular spectrum extends to about 10 prads. Under the best
turbulence conditions, given a receiving telescope with a beam expansion
ratio of M, the received angular spectrum at the hologram will extend to
about 10M urads. Since the angular spectrum interprets the aberrated
wavefront in terms of plane waves, it is only necessary to determine the
highest spatial frequency needed for an off-axis recording of the plane
wave making the largest angle with respect to the reference., For two
plane waves at angles &, and &, on either side of a normal to a thin
hologram, the spatial frequency S of the recording is given by

S . Sine, + sin & (,4)
py
where A is the recording wavelength. For small angles
g = 6. * S
N .

Since the minimum reference angle for adequate separation of the
conjugite must be at least three times the atmospheric bandwidth7khen
the minimum spatial frequency S, ,, fs given by
S _ 40x.07¢m

. cycles/meter,
m.p

For an expected demagnification on the order of 100 this means
resolution requirements of about E;".;h = 8 lines/mm which is just
about the state-of-the-art. Therefore, we may expect that there is
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adequate resolution in presently available materials to make turbulence
corrections in good seeing. For extreme levels of high turbulence, 1t
will be necessary to reduce M and increase the hologram surface. This
would require growing fairly large crystals to record the holograms, 1t

i is not clear what the limitations are here, but such devices are not
of f-the-shelf.

V. SCALE MODELING OF THE REAL-TIME HOLOGRAPHY SYSTEM

The only exact way to evaluate any real system is to construct a
prototype to make measurements on; however, for system development it is
‘ often reasonable to consider building a scale model in cases where the
mode! is economical. Unfortunately, it is not always possible to
fabricate a scale model in such a way that useful information can be
extracted from it. 1In order to be of value, a direct relationship must
be established between measurements made on the model and measurements
made on the prototype. If a scale model is possible, a set of linear
scales can be used to establish a correspondence or “similarity" between
the systems., In what follows, the theoretical question of a scale model
; will be examined using techniques from dimensional analysis, From this
: analysis certain dimensionless groups will be established. These groups
f will define a set of dimensionless variables and parameters through
l which mode! and prototype measurements can be related. It will also

provide a complete system description using a minimum number of
variables and parameters. This is useful in reducing the amount of data
and the number of experiments needed by a considerable amount,

Consider rescaling the generic model. In practice the beacon will
be essentially at infinity, Therefore, the fundamental problem is that
of a plane wave on an atmospheric "slab" that has an index of
refraction, n (x,y,z,t), that varies randomly from point to point. For
the purposes of this analysis, the atmosphere will be examined at a
specific instant of time; all of the index variations will be frozen in
place. 1If index variations are small then it can be rewritten as

n (x.y.z2) = N+ N(xy,2)

14-16




where N, 1s an averayge value and N x,y,Z) ts a perturbation aboyt
the average. 1t the perturbation i1s small, then the diffracted field
from the slab can be approximated by examining only first order

diffraction.

Consider a plane wave propagating in the z direction 'mpinging
normally on the atmospheric slab at z=0 and through the randomly varying
index wuntil it reaches a receiving aperture at z = 2, . The problem s
to model accurately the field in the 2 - 1z, plane using a three
dimensional scale model of the atmosphere, This can be done for %the
first order diffracted part of the field. Tne first order effects are

estimated by dividing the slab into a thin stack of lamina; each
thick, then the field from a single lamina at z is given approximateiy
Jkn,Z2 Jknaz __ éBJk n, 2 (]

Ae e o=

Here A represents the amplitude of a plane wave that passes through the

kR az) .

slab with negligible loss. The diffracted field from each lamina is
assumed to reach z without further diffraction by other laminae. This
represents first order effects only ana iqnares the “diffraction of the
diffraction”, Using the Fresne! apprOxxmatuw17and 1gnoring the

undiffracted part of the freld, the diffracted field EQID at Z 1S

o
given by integrating over all laninae:

Aelkne2e 2 = J;—L[(X-X)2+(V-Y)1J
Ae "7 AN 2-2)Lt e °
Eé : i 5;§Z~i e ~f dx dy dz (I5)

A n,

By defining a set of dimensionless variables equation (15) can be

redefined in dimensionless form? One particularly usefu! set is:

— A A -y kn, a2 -
U, = A e” " Q; (ie)
— X y
X = Vi i7)
57 = &;;ii;it? (' Eg)
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— Xs

X, = FHe (19)

— X

Yo = &ia (20)
Q

— =4

F o= V=, . (21)

Rewriting (15) qives the normalized diffracted field at =] as

J e

U, = (T e
Yp > 22

i) d¥ 4y 47 . (22)
The normalized equation represents a generalized form through which a
relationship can be established between model and prototype variables
since this equation represents both systems, Letting primed and double
primed variables represent model and prototype systems respectively the
scale relations between the model and prototype can be derived directly
from 2quations (16) througn (21), They are

e I’J’Dl ,\' Ne "'J k”){\ 2'.’ _ Up” }"n, -jkqn., L//

U = % A € = krar € (23)

— x 7 _ X

X T Ay T Varar (2 4)

I A (25)

Y TxE v

R A — x”

X T Vyz T Vxa (2¢)

- A o Xkl

% - E k' 2,’ - Al/ 2.4/ (2 7)

—_— ’ Zf/ N

£ = éi' = EX (2 53)
14-18




These relations establisn a linear scale between the diffracted fields

n the mode! and prototype systems, hence, mTeasurements of the
diffracted field from the mode' car be d'rect!y related to those in the
prototype. Therefore a scale model is possible at least as far as first
order diffraction effects.

These equations also determine how the scale model s to be
constructed in order to keep a linear relation between the diffractec
fields in the model and orototype systems, The scaling of refract-ve
index coordinates is a key point in the modeling. The i1ndex coordinates
in equation (22} must be scaled 1n normalized coordinates. [ndex
coordinates will follow the scale relations given by equation 23}
through {28). This mears that if the thickness z, s reduced by a
factor p in tre model, tnen the lateral 1ndex variations 'n x and y are
scaled by the 4/p provided the wavelength remains unchanged. This scale
relation is not new, it was discussed by Arxadwewgwn 1913; however, his
presentation was highly irtuitive, based on Fresnel zone construction,
while the results given are rigorous. It should also be pointed out
that only the diffracted field was discussed here. [n general, 't is
not possible to scale the total field including the wundiffracted part.
It can be shown that the ratic of the diffracted to the undiffractec
part of the field does not scale linearly. Fortunately, the effect s
not critical since the net effect 1s to lower the contrast in the
intensity variations. This effect 1s easy to account fcr since the
undiffracted part is an additive cons*tant,

[t should be pointed out that the non-dimensional parameters given
in eguations (1€} through (21) are the most compact representation of
the atmospheric slab possible., They are ideal for minimizing parameters
needed for either experimental oar computer simulaticr, 1 two
particular parameters such (e.g., wavelength and thickness) are in the
same dimensionless group, then varying one 1S equivalent to varying the
other as far as making measurements are concerned. Therefore, using
non-dimensional variables gnd parameters reduces the number ot parameter

changes needed for investigation, This often means orders of magnitude
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reduction in the amount of effort needed in experimental or computer
simulation,

vI. CONCLUSIONS

From the results of the analysis using the generic model the tollowing
conclusions have been reached:

1. Phase aberrations introduced by rescaling the wavelengths wiil
depend only on the ratio of the wavelengths used in forming and playing
back the hologram if spherical aberration and tilt are accounteda for,
This assumes that a perfectly plane or spherical reference can be
Jerived from a beam split off from the beacon wave. This 15 higniy
debateable. Since adequate filtering of the reference means that a
small oportion of the angular spectrum from the derived beam is used and
therefore a2 small portion of the energy from it, This means a3 weak
reference beam and requires a weak or attenuated object wave tu form a
proper hologram, This represents a great waste of photons.,
Furthermore, some suggested schemes for deriving a reference, filter out
the reference using a pinhole filter in conjunction with a lens to carry
out optical Fourier transform filtering, Considering the very speckled
nature of the return wave impulse repsonse, the pinhole filter will be a
very mt and miss operation that will provide a reference with large
dynamic variations. This issue definitely needs more thought.

2. The problems of phase reconstruction errors in phase holograms are
two fold,

i, Inherent errors due to the non-linearities in phase
recording
i1, Additional errors due to non-linearities in the mapping

of intensity 1ntu phase.

These problems dre 1nescapable and lead to intermodulation noise in the
reconstructed wave. The first is avoided by accepting low udiffraction

afficiency, the second by making sure the phase recurding nave adequate
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Jiiibvhiuitnnaing. Jhigun

dynamic range, this may be a difficult problem considering the intenstty
variations inherent in tne speckled beacon return,

3. The resolution requirements of present materials appears dadeguate
for correction 1n 10ss turbulence. Correction i1n high turbulence may
require devices with larger surface areas than are presently availadle
off-the-shelf tg accomodate the higher space bandwidth product required,

4, Modeling the effects of the atmosphere appears to be practical., It
is possible in principle to construct a small model atmosphere, if <ne
index variations can be properly scaled using Arkadiew's scating laws
for the diffracted field.

Vil. RECOMMENDATIONS

In order to further reduce risks 1in develuping a working real-time
holagraphy system it is recommenced that in future work tne following

issues be examined:

1. The effects of speckle on a reference wave gerived from the
incoming beam.

2. Alternate technigues for deriving @ reference wave 10 avoid
wasting photons,

3. Dynamic range effects of present real-time media and trade-
offs that can be made between dynamic range and signal-to-noise
ratios.

4, Applications of scale modeling t¢ reducing development cost and
improving laboratory simylations, presently peing cunsidered.
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THE MEASUREMENT OF ION-MOLECULE REACTION RATE COEFFICIENTS

by

Thomas M. Miller and Rodney E. Wetterskog
ABSTRACT

+ + +
Rate coefficients have been measured for C , CO , and C02

reactions with 02 over a temperature range of 90-450 K using a
selected-ion flow-tube (SIFT) apparatus at the Air Force Geophysics
Laboratory. Charge transfer is observed to take place for CD+ + 0,
and c02+ + 02, but is not allowed energetically for C+ + 02. Instead,
we observe c' + 0,~ o' +coand c* + 0, co’ + 0 occurring. The

C+ + O2 reaction is found to proceed at its gas kinetic rate of about
9 x 16-10 cma/s, independent of temperature for 90-450 X. The rate
coefficients for both the co* + O2 and C02r + 02 reactions are de-
creasing functions of temperature in this rarge. The ion flow velocity
in the SIFT apparatus has been determined versus gas pressure and
temperature using a time-of-flight technique. These results, combined

with our helium flow measurements, have significant implications for

low-temperature reaction experiments with flow-tube reactors.
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I. INTRODUCTION:

The Aeronomy Division at the Air Force Geophysics Laboratory has
long been active in research on the composition and chemistry of the
earth's upper atmosphere. This research involves both atmospheric
sampling and laboratory studies of atmospheric reactions. The labora-
tory research centers on charged-particle interactions primarily be-
cause of the importance of military communications through ior reflect-
ed by) the partially ionized gas of the earth's atmosphere. The par-
ticular laboratory we were working with (AFGL/LKB) is currently study-
ing atmospheric ion reactions with neutral constituents, and the photo-
dissociation of ionic molecules.

The main interest at present in the AFGL ion-molecule reactijon
research concerns ion clusters which have been found to dominate the
stratospheric fon population. Since there has been very little work
done on negative ion reactions the emphasis has been in that direction.
(The negative ion reactions tend to be more difficult to study because
generally speaking it is easier to make large densities of positive
ions than negative ions.) The neutral reactants chosen for these
experiments are of course observed (or suspected) atmospheric molecules
which may be present in the atmosphere in very small fractional concen-
trations (mixing ratios 510-6) but nevertheless play an important role
because of their large dipole moments or low ionization potentials.

At AFGL/LKB a selected-ion flow-tube (SIFT) apparatus was con-
structed about two years ago to study ion~molecule reactions. An
essential feature of the design of the AFGL SIFT apparatus is its
ability to operate over a temperature range of 80-500 K, which allows

the determination of ion-molecule reaction rate coefficients for




atmospheric temperatures (180-300 K) as well as providing for a wider
range necessary for insight into the reaction mechanisms. Much of the
work we were involved in during the summer of 1982 was in taking the

SIFT apparatus to low and high temperatures for the first time and the
solution of various problems encountered. For this purpose relatively

straightforward ion-moleucle reactions were chosen, C" + 02, co+ + 0.,

2
and 002+ + 0,. Our objective was to study the fate of these reactions

2
over a wide temperature range.
One of us (TMM) has had experience with ion-molecule reaction
research at the University of Birmingham (UK) on the original SIFT
apparatus and at Georgia Tech with a drift tube apparatus. Both of us

have worked with a flow tube reactor at our home institution, the

University of Oklahoma.

IX. APPARATUS AND EXPERIMENTAL METHOD:

The selected-ion flow-tube method was developed by Adams and
Snithl at the University of Birmingham (UK) around 1975 and represented
a significant improvement over the already quite successful flowing
afterglow technique. The SIFT method is still being improved upon as
its use spreads.

Briefly, the AFGL SIFT apparatus consists of a 108-cm long, 7.3-
cm i.4. tube through which a helium carrier gas is flowed at low
pressure (»0.3 torr) and high speed (~104 cm/s). Jons are created in
an electron-impact ion source, mass analyzed, and a current of -~o10-10 A
of a single desired ion species is injected into the flow tube at low

energies in the center of a supersonic jet of the helium carrier gas.

The ions quickly thermalize in collisions with the helium gas and flow




with the gas down the tube. The trip requires approximately 10 ms. At
the end of this trip some of the ions pass through a small (0.03 mm)
aperture leading into a second mass spectrometer maintained at high
vacuun. 'me detected ion count rate is proportional to the original
injected current.

In order to detemmine ion-molecule reaction rate coefficients, a
very small concentration of reactant gas is titrated into tixe flow tube
at a point sufficiently downstream from the ion and helium injector
that equilibrium flow has been reached. If the primary ions react with
the titrated gas, producing a product ion of different e/m, the detect-
ed primary ion current Io is attenuated exponentially by the reaction

according to Beers' law:

I=1 e kNt ()
o]

The reaction rate coefficient k is calculated from measurement of the
fractional decrease :[/Io in the primary ion current by a known concen-

tration of reactant gas n, in a time t:

X = ln(Io/I) . (2)

nt
Experimentally, the small fractional concentration n of the reactant
gas is dgtemined from the me.asuted helium density N and the throughput
QR of the reactant gas compared to the helium throughput QHe' The
reaction time t is determined from a direct measurement of the ion
velocity vi and of the distance 4 over which the reactant gas flows.
Thus,

K = in(1,/1) . 3)
(Qp N/ Qﬂ’e(d/vi)




A computer program, SIFT82, has been written to handle the SIFT
data on the laboratory's Hewlett-Packard 2112 computer. The program
plots the data, calculates the reaction rate coefficient and related
quantities, and calculates and plots the ion product percentages.

An example of the raw data is given in Fig. 1 for the reaction
C‘ + O, at 196 K. The reaction time in this case is 3.84 ms and the

2
reaction distance is 43.5 om. The direct ionic products of the reac-

+
tion are ot or CO+ ions. The O2 ions observed are secondary products
+ +
from the subsequent reactions O + O2 and CO + 02. The reaction rate
- 3
coefficient is 8.8 x 107 1% m’/s.

Three different titrant ports are available to enter reactant
gases, at three different distances, permitting any end effects to be
accounted for.

Ion-molecule reactions are examined for temperatures other than

room temperature by cooling or heating the flow tube and the helium gas.

500

200

ion
counts
per second 100

50

20

1 1 L 1 1 {
[+] 2 4 . 6 8 10 12 14
02 concentration (in 1011 -olecules/cm3)

10

FIG. 1. DATA FOR THE REACTION C* + O, AT 196 K.
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s11. RESULTS:

+ +
A. Jon-Molecule Reactions. The reactions C + 02, COo + 02, and

+
¢:o2 + 02 have been studied over the temperature range 90-450 X. The

results are shown in Figs. 2-4, compared to previous work.

The interaction ct o+ O, proved to be independent of temperature

2
over the xu{ge 90-450 K and essentially equal to the calculated gas

9 ans/s. Simple charge

kinetic (Langevin) rate coefficient of 1.0 x 10~
transfer is endoergic in this case. Two reaction channels were observ-
ed, however. The first, C' + o, » 0' + €O is excergic by 3.635 eV, and
is favored (62%) at all temperatures used. Although the neutral CO

product is not observed directly, the energetics of the reaction re-

quire that it be bound. The second channel observed is ct +0,»

2
co’ + 0, which is exoergic by 3.240 ev.
50
i 1 i 1 R
L 4
20~ 1
Rate
Coefficient 10— —
- t e [ J [ ] * [ J ° -
«~10 3 - -
(1o cm™/s) e o
e -
ste -
- -
= —
2~ -
N 1 1 ] L
0 100 200 300 400 500

Temperature (K)

FIG. 2. REACTION RATE COEFFICJENT FOR C' + O, ~e0' + CO. The data
point X is that of Adams and Smith, and of Rakshit et al.3 The point <
is that of Rakshit et al. 3 .
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+
FIG. 3. REACTION RATE COEFFICI FOR €O + 0, —~CO + 0,%. The

data point X is that of Adams et al. 2 2
5
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- —
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~10 3 o =
. Q1o cm™/s) - -
0.5 = -
e ® -
0.2
0.1 | ] 1 |
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+

FIG. 4. REACTION RATE COEFFICIENT FOR C0,' + 0, -Co, + 0 *. e

solid line is an average of various data reported %y unimgei et al.
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The rate coefficient for the charge transfer reaction CO‘ + 02-’
Co + 02* was found to increase with decreasing temperature, approaching
the calculated gas kinetic rate of 7.7 x 10‘10 cm3/s at very low
temperatures. This reaction is exoergic by 1.950 eV.

The rate coefficient for the charge transfer reaction C02+ + 02 -

+ . . . .
CO2 + 02 was likewise found to increase with decreasing temperature,
10

approaching the calculated gas kinetic rate of 6.9 x 10 cm3/s at
very low temperatures. Our data join smoothly onto the high tempera-
ture data of Lindinger et al.,5 which extend to 900 K and show that the
rate coefficient passes through a minimum in the neighborhood of 680 K,
implying that a second reaction mechanism becomes effective at higher
temperatures. The charge transfer reaction is exoergic by 1.706 eV.
All rearrangement reaction channels are forbidden energetically.

The reaction rate coefficients presented above are estimated to
be acturate to %30%. The reaction temperatures are estimated to be
correct within 5 K, which is the greatest variation observed among five
pPlatinum resistance thermometers mounted along the flow tube. However,
at high temperatures this variation was as large as 20 K and hence the
temperatures above room temperature are much less certain.

B. 1Ion Flow Velocities and Injection Shock Effects. As a part of

our studies of the behavior of the flowing ion swarms at different
temperatures we measured the time-of-flight of the ion swarms. These
data are of interest to others using SIFT or flowin~ afterglow appara-
tuses for two reasons. First, the ion velocity is needed in order to
determine the reaction rate coefficient in Eq. (3), and we are not

aware of any work done on this matter other than at room temperature.

.




Second, the results give evidence for undesirable effects of a shock
wave in the flow tube associated with the supersonic helium injector.
The SIFT injection shock was brought to general attention by Dupeyrat
et a1.6 who studied various injector designs in a flow tube and a wind
tunnel. The shock apparently carries ions downstream in the flow tube
much faster than they would otherwise travel. The shock presents no
problem provided (a) the flow has reached equilibrium by th? time the
ions arrive at the reactant gas titrant port, and (b) the ion velocity
is measured entirely in the equilibrium flow region.

Dupeyrat et a1.6 find that the persistence of the shock downstream
in the flow tube depends on the ratio of the gas pressures on either
side of the injector. A large pressure drop across the injector means
that a greater distance must be allowed for the flow to reach equili-
brium. (In the AFGL SIFT apparatus the first titrant port is 34 om
downstream of the helium injector.) We have measured the average ion
velocity over the first half of the flow tube and over the second half
of the flow tube under widely varying conditions. Some of these data
are presented in Table I and have been used by us as a diagnostic to
indicate safe conditions for ion-molecule reaction studies.

Also calculated for Table I is the ratio of the average equili-
brium ion velocity v1 to the bulk helium velocity vHe (determined from
the helium throughput and pressure). The ion swarm could be pulsed for
time-of-flight data either in the ion source or at an electrode midway
down the flow tube. We found that the measured time-of-flight is
independent of the precise pulsing scheme (ﬁutninq the ion current on
or off with the pulse, partly or fully) and independent of the mass of

the ions (from 12 to 44 amu), within about 1s. The less massive ions
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TABLE 1. A SAMPLE Of ION VELOCITY RESULTS VERSUS FLOW TUBE

j PRESSURE AND TEMPERATURE.
i
; v§1) for v:l) for v(!) v(Z)
} I::ze:;; P::z::;e first half second half ——%27— i
| of flow tube of flow tube vy Ve
92 0.160 5864 cm/s 4909 cm/s 1.19 2.18
i 0.200 7687 5385 1.43 2.08
0.230 8402 5579 1.51 2.10
0.299 13677 6015 2.27 2.10
0.372 25293 6608 3.83 2.16
250 0.240 15263 13230 1.15 1.72
0.320 18689 14040 1.33 1.71
0.372 21046 14637 1.44 1.71
450 0.460 28649 25141 1.14 1.64
0.550 32971 26296 1.25 1.68
0.600 34266 26705 1.28 1.68

clearly diffused more in the pulse, however, as evidenced by the
greater width of the arrival time spectra.

Considering only the results for v, from the equilibrated flow,

i

we find (a) the ratio vilvHe is independent of pressure at a given

temperature, and (b) the ratio \'rtlv“e is constant for temperatures
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above about 270 K but increases at de.reasing temperatures below 270 K.

The ratio vilvHe i{s expected to be greater than unity since the fon
density is greatest along the axis of the flow tube where the helium
velocity is the greatest.l'7 However, it has heretofore been assuzxed
that the pfrnbolic velocity profile across the diameter of the flow
tube was essentially the same at all temperatures, and therefore the
ratio v‘/vHe would be independent of temperature. Our data indicate
that the helium velocity profile across the flow tube becomes more
sharply peaked at low temperatures, leading to a larger value of vy
and hence of vilvHe. This conclusion is supported by viscous flow
measurements we have made which imply that a molecular slip contribu-
tion is more important at low temperatures. Sufficient molecular slip
would decrease the radius of the region of viscous flow and modify

the helium velocity profile across the tube.8 Further analysis of the

flow problem is needed at this point before we can offer a quantita-

tive explanation of our results.

C. Other lon-Molecule Reaction Data. We have obtained a few

preliminary results for N* and Nz’ ions reacting with 02. CO, and NO
and for C* + NO. These studies are in too early a stage to report on
here. Data for C* + NO and N* + CO are needed for comparison to

recent atomic beam results.9

IV. RECOMMENDATIONS:
An sbstract for a paper on this research has been submitted for

presentation at the Gaseous Electronics Conference in Dallas in
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October 1982,10 and we anticipate that one journal article will be
prepared on the ion-molecule reaction results and a second article
will be written on the implications of the SIFT ion velocity data we
have obtained.

We still need to carry out some analytic work in regard to the

helium flo; problem, as discussed in Sect. III-B, with the goal of
supporting our jon velocity dati with calculations. These results are
important for research with flow-tube reactors (SIFT and flowing
afterglow). Very little work has been done at low temperatures, but
as the number of flow-tube reactors in use around the world grows,

the flow problem must be worked out.
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ANALYSIS AND COMMENTS ON THE THEORY OF THE

CAPACITANCE-RATIO TEST

BY
R. L. REMKE
K. WILSON

University of South Florida

ABSTRACT

A detailed analysis is given on the theory of the capacitance-ratio test used in the
detecticn of moisture in hermetically sealed microelectronic packages. The mcdel
for the moisture-induced {requency-depenaent capacitance observed between pins of
an integrated circuit is developed. This model is then extended to describe its use in
the capacitance-ratio test. Also included are some cbservations and comments

concerning the implementation and use of the capacitance-ratio test.




l.  INTRODUCTION

The capacitance-ratio test is presently being evaluated and tested by Rome Air
Development Center (RADC) as & non-destructive method for determining the moisture-
induced capacitance between two metallization lines in an integrated circuit package.
This capacitance is compared with a known reference to determine if the moisture
content of the package is less than or greater than the reference,

The theory and practice of the capacitance-ratio test was originally postulated and

developed by R. Merrettl’2

, and has been proposed as an alternative to the existing
standard moisture content tests. However, to properly implement and interpret the data
of the capacitance-ratio test, an understanding of the theory of the measurement
technique is essential. In addition, an acute understanding of the mechanisms influencing
the measurement, provides insight into additional potential applications for the technique.
In this document, the theory of the capacitance ratio-test is analyzed in detail,
beginning with Section 2, which outlines the objectives of the project. Section 3 describes
the derivation of the characteristic impedance and propagation constant in the distributed
element model of adsorbed water, above a metal track in an integrated circuit package.

Section 4 then uses the general transmission line equation to convert the distributed

parameters into a representative lumped-element network. The T-network is simplified in

Section 5 on the basis of appropriate approximations, as presented in a numerical

example. The equivalent circuit model is given in Section 6 for the most general case of
multiple parallel metallization tracks. From this equivalent circuit model, the frequency
dependent and independent capacitances, used in the capacitance-ratio, are defined in
Section 7. Section 8 discusses the relation used in .he measurement of the capacitance-
ratio. Section 9 outlines the derivation of the failure criterion based on the results of the
calibration procedure. Results of the initial measurements, and recommendations for
further testing and applications of the technique are given in Sections 10 and I,

respectively.




2.

OBJECTIVES

The primary objectives of this project were to anaiyze the theory and give further

empirical evidence on the capacitance-ratio test as @ means for detarmining the relative

inoisture content of integrated circuit packages. While a comprehensive study of the

measurement technique was beyond the scope of this project, the following were project

objectives:

(1

(2)
(3)

(4)

(5)

Analyze in detail the model for moisture-induced and frequency-dependent
capacitance observed between two metallization tracks.

Analyze the application of the model in the capacitance-ratio test.

Assist in the implementation of the capacitance-ratio test systein as a viable
moisture detection sysiem, through establishment of a data base.

Correlate the test results in the capacitancz-ratio data base with those from the
mass spectrometer,

Investigate the use of the capacitance-ratio test as a leak detection technique.




3. THE CHARACTERISTIC IMPEDANCE AND PROPAGATION CONSTANT OF A
LAYER OF ADSORBED WATER ABOVE A METALLIZATION TRACK

The theory of the capacitance-ratio test is based on a distributed element
analysis similar to that used in transmission line analysis. For convenience, a brief
review of distributed element theory is presented in Appendix A.

The characteristic impedance, Zo*, and the propagation constant,Y *, of the
cell shown in Fig. 1(a), (see also Fig. 2) which represents the region above a single
metal track, can be found by considering the following:

a.  the resistance per unit length between edges aa' and bb', and

5. the capacitance per unit length between the adsorbed water and the metal
track.

3.1 DISTRIBUTED SERIES IMPEDANCE

For a layer of adsorbed water of thickness, t, the resistance per unit length is

given by

R (chms/m) = 1 /6'A)
where g'is the conductivity in mhos/m. For a cross-sectional area, A = Lt,

R =1/{s Lt)
Since the surface conductivity is defined as o (mhos) = o't, the distributed series
impedance per unit length, Z, is Z=R=1/(dL) (1)
3.2 DISTRIBUTED SHUNT ADMITTANCE

The capacitance between the adsorbed water and the metal track is
C= eA'/d

where A' is the cross-sectional area IW, £ is the permittivity
of the material, and the depth of the dielectric spacing is d

if c.* is defined as the capacitance per unit area,
Co’ =C/A'=¢/d (2)

and the capacitance pcr unit length in the x direction is
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C' (farads/m) = (C/AY L = c*L

PO

then the distributed shunt admittance per unit length, Y, is

Y = ju(co*l.) (3)

3.3 CHARACTERISTIC IMPEDANCE

The characteristic impedance is defined (Reference Appendix A) as

Z*=yZ/Y=2Tlr* (4)

[+]

where Y * is the propagation constant.

Substituting eqns. (1) and (3) into eqn. (&),

2 - ) < (1tw)2) [
: /’-/')'Z/',/zch'_v'- )

From eqn. (4), y* = /ZY, therefore,

Y's JF) () = e
= (ryp)B Jest

v Jwar
or, y = //f/'/ 20 6)
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4. LUMPED ELEMENT T-NETWORK MODEL
Having determined the characteristic impedance, Z *, and the propagation

constant, ¥ *, the lumped elements in the representative network, as shown in Fig.

1(b), can be determined.
Given (see Appendix B | noting the change in notation)

ﬂ' - /zzoc ( Zwe - Z;e) (7a)

Z/' = Zioe - Zz' (79)

and the general transmission line equation (see Appendix A)

ol 2 coshr¥ » Zsinbh rY

22 A eosh 7« Ze sinh 7 ®
thn, hr+ (Blsmhr?
] Lo » CosnI L0 (2250 }
Ze 2‘/2 T Zwoe [5 %:')as/) Y +simh YL ]
. pr/coshr¥) = z¢ /4 ®)
and, Zuc - Z¢ . Z ) Smb /7

cosh 7t

g, ~>o

= ZS Fambh V¥ (10)
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Since the transmission line is a reciprocal, or dilateral network

Froc * Zioc = Z coth re ()

& (ot rtt)(2tcoth - 2 hanh V)
~ & fethirt - cothr ¥ tank vit

So, from eqn. (7a)

But cothx tanhx = 7
MEREANPIY/ /B
then Z2 2/ co rew -1
Using the hyperbolic trigonometric identity /
thc-1 = cochie = Zmi
then
2.7 = 2 Sosehire = ZSesch rt (12
From egn. (7b) Z = Fie ~ 2"
SO, v - _-_-——_Z"
A A cotbr - Sinh vee
v ([ coshr-_1
Z,' s Z ( Sinh e

13ing the hyperbolic trigonometric identity
¢oshr - 1

Y « .
fanh 7 Sinh x
r¥
then 2 25 tamh( ) (13)

Noting that the "length of the transmission line", f= W, then

2" = Z* fanh (.’:2"_‘1’)

(14)

- |



r
b
ik
)
|

and Z, = 2z e (Y ".’/‘/, (15)

5 SIMPLIFIED T-NETWORK
From the general relations in eqns. (14) and (15) defining the lumped elements
in the representative network, a simplified network model can be obtained under
certain approximatijon conditions. These approximation conditions place a limitation
on the lower test frequency to be used in the capacitance ratio test.
Considering the following representative values:
€floverglaze -Si0,) = 3.9
d (thickness of overglaze) = 6060A
0~ (surface conductivity of adsorbed water) = 107 ¥ ko
w (width of metal track) = 6um
#. (lower test requency) = 83Hz
These approximate values for the parameters in the equation for the
propagation constant can be used to calculate the magnitude of this term. Thus,

y. € _ _29(875¢rs0""% )
" o < (60004) (rxro-"° ")

FASE 570/«.’/»1'
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éd('a’

and therefore Ve ’ = /1y ) T
wos’ 4 2w A O 4
/77 - '3'—) - ( T )
27 (P3N ) (52070 $iim) Z
( /0~ mhos
= s73x00° nepers /™
~hen Jrw = (173470 ‘mpprs/m) C6x/0° m) = 16.4nepers

From the plot of the hyperbolic tangent function, shown in Fig. 3, it can be seen
that if the argument of the hrperbolic tangent function is greater than 3, the

functiona} value is approximately equal to unity. Thus,

fonk (Z5E) =1 he iy ss s

and as a result, since Z* = 2  bonh (_’Z'LV/
4
then Z,' 2 2 Lo (7YW >/

Similiar ly, from the plot of the hyperbolic cosecant function shown in Fig. &, it
can be seen that if the argument of the hyperbolic cosecant is greater than 6, the

functiona] value is approximately equal to zero. That is,

eseh (17Yw) = 0 For [r%/wW >> 7
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and as a result, since Z: = P AN Y //'/1/)

then Z;" =0 ﬁr lrt/w >> ¢

5.1 MODEL FOR THE REGION BETWEEN THE TRACKS

From this mode] of the region above a single metal track, a similar mode! can
be develof. d for the region between the metallization tracks, as shown in Fig. 2. The
parameters Zl and Z2 in the lumped element T-network model of this region, are
derived in a similar fashion as the derivation for Zl* and ZZ" For a spacing between

the metailization tracks of width S, and under the approximation that /V/S>> 7

ZEZa dﬂd ZZ é-o

/
where 2o = //-/) JT,'-/ ZwCo T (16)

and R is the capacitance per unit area between the film of adsorbed water and the

substrate.
6. EQUIVALENT CIRCUIT MODEL

For the case of an interdigitated structure, that is, for multiple parallel tracks,
the representative netwark is shown in Fig. 5. Zl" Zz*, Zl, and Z2 are as previously

defined, and C, is the capacitance between the metal track and the substrate. This

is defined as

Cr = erl W

where c, is the capacitance per unit area between the metal track and the substrate.
Under the appropriate approximation conditions, /7*/W>>/ and /7[5 3> 1 |

the simplified multiple track network model is shown in Fig. 6. Reduction of this
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network into an equivalent circuit model can be done by first reducing a single

s2ction from node A to node B, as shown in Figs (6) and (7). The resulting equivalent

Zep = ZoffZs 2 ) Es

4
Zrp = 2/ 7
(2o r2S) "/“’C"/

impedance is

(17)

/ 7
So, Yep = 1/Zep = Z /;_,';‘,—gf "]“"Cr)
and since Cr=crli
4 7 )
vep = T ZiE *gwih) “

For n tracks, there are n-l1 networks of this form in parallel, therefore the

overall admittance is

7-1 4 .
Y= (n-t) Vep = T/arz;' */‘“"f“//

7.  DEFINITION OF CAPACITANCE TERMS

For the case of only two tracks, as expressed in eqn. ([8), the equivalent

admittance is,

Yep = z’{ ! 7 r gewcrlW

Ly 4 [4 R
9T G * (/)T e
= § p .“:’fr_i_ * /'wcrzh/
SUlAN ]

= (721063‘ .
Tz /(l-/')//# '/,'r/ *chrle (20)

Let L = L VIwid ' @D
A 7+ / G
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and N = werld W (22)

so Jep = z-//fxy'/).,q *j"ﬁf
ey 2T
- & */'/474:7" £

/ _a £
= 7F +/'w /ya,,g * z)
= é'fjwf (23)

Thus, (,‘,,( *—‘«—) represents the capacitive term, C, in the equivalent

admittance mode! as shown in Fig. 8. Defining,

/ (L (2T
= /w/ f'é

Cv‘— 4-/:_,

L JeT
Cw = 2 fow 1+ /_45%', (25)

and . 4 | werldf 1|

(i ®  Zwm 2w
o= Ferli (25)

From these two capacitance terms, given in eqns. (24) and (25), the capacitance

ratio, @ can be defined as

L /."_‘Z'/__/__}
= (.'V z a0 ] /*fc's‘a' i
¢ . =

2_'C'r'Lk/




/ X gy S A
B= Gw [z2w ,/Z; (26)

8. MEASUREMENT OF THE CAPACITANCE RATIO

The capacitance, C, is given by
C= O +Cw (27)
From eqn. (25) it can be seen that Ci is a frequency independent term, and represents
the INHERENT CAPACITANCE, and from eqgn (24), it can be seen that Cw is the
FREQUENCY DEPENDENT CAPACITANCE, representing the partial capacitance
contribution due to the adsorbed water.

| Cw . L faT [ T
Thus, since %Kw) Cc Crw f 2w //*/‘%’)

£
plw) = = (29)

and pan)  _Kfr . [
o) A/ yewr “r
or ﬂfad) = ,d(w,/ (ﬁ') = (29)

Cw
From eqns. (26) and (27), Frw)= 2o and  Clw)= Cot (wtew)

50, Cw (w) = C&") -l
) , Clew
then Hlw) = Cﬂz‘.— €t « 7¢L -/
) ) Clew
50, €= “Fu)+ 1

Since Ci is frequency independent,

Clw,) C/aJ;)

Cc = Flu)e ! gown)r 1
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S0, Cla) [Blon) s 1] = ctw)[dtn) /)]
Blw,) = _Clun) Zlw) + Clen) = Clus)

C'/(U/}

and then

but, ¢/a4) = (Z‘f) ‘,dﬁd//

& k4 C@Ajé@l)ffﬂu&)—C/‘U/)
then a‘;;)ﬂ//“’/) = & len)

K . Chs) lr) - & luenr)
%) Fla,) = g/::,) Blw) ¢ Cﬁ)‘c(ai)w

prpf ) - S| - <5

dew) [ew) (2)% c(w;}/= ¢ ws)- ¢lw,)

Clws) - elw,)
Blw,) = ctes) (3;,)//, - ctw) (30)

Were «,>>w, and Clw:) and Cen) are camparable in magnitude, egn. (30)
reduces to

Clean)- ¢ lws)

Zlw,) = Clwr) 31
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9. DERIVATION OF THE FAILURE CRITERION
L For experimental convenience, the caiibration procedure is performed at room

temperature. Since the capacitance-ratio test is performed at a lower temperature, the

failure criterion as deduced from the calibration procedure, must be extrapolated to the

testing temperature. The fundamentals of this extrapclation are given below, prefaced by

a brief summary of the terminology used.

9.1 TERMINOLOGY

In generai, the capacitance (C) measured across two pins of an IC is a function of
temperature (T), frequency (F), and relative humidity (RH). Where the previous analysis
has assumed ideal isolated metallization strips, actual strips are connected to circuit
elements. These circuit elements may exhibit a frequency and temperature dependent
capacitance, Cp (T, F).

If 4 is defined as the difference in capacitance at the two test frequencies (FHlF

L

indicate the higher and lower test frequencies, respactively), then

A(rey) = C(rp, #H) - C(7; Fu, £H) (32)

but, since each of the capacitances above has a frequency dependent and independent

component as discussed previously, and a circuit element component, then

CITE RH) = Cw (T K oY) +ilr) + G lrr) (33)

and

Alren)= Cvlra &4) * C(T) + Co(T A)

— Cw (T Fu o) = Ca(7) = Co (T Fu)
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AT RH) = Cy (TR, #H) = Cu (7 £y, #H) (34)
tlalT R) - ColT Fn)
If we define a moisture-induced capacitance difference, 4, (T, RH), and the circuit

element capacitance Jifference, 4,(T), then

AT an) = Am (T o4) + A, (7) (35)
where An (T, RH) = Cw(7] Fo, RH) - Cw (7, Fa, '?//)
and dp (T) = Colr i) - Colr; Fu)

Defining J as the difference in capacitance due to moisture in the two calibration

environments,

d = cl%, Fu RHw) - (T2, Fuy, Hob) (36)

where T - calibration temperature (room temperature)
RHyy - relative humidity of dry nitrogen gas (< 5%)

RHw - relative humidity of wet environment (75% RH)

Substituting eqn. (33) into eqn. (36),
v Cwlr fa i) + C(7) ¢+ Cr( 7 Fu)
< Cw (72, Fu, ®Hp) = Ci (7a) - Co(re, Fu)
J* Cw(r Fu, BHw) - Cw (72, Fa, EA/o)
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However, since there is no moisture present in a dry environment to procuce the

capacitive effect,

Cwl R Aoy, RHs) = o

and as a result,
I =Cv (7, A, LHw) (37)

9.2 THE FAILURE CRITERION
The parameter of primary interest in the capacitance-ratio test is the Aw (T, RH)
term of eqn. (35). For the calibration temperature, Tc’ and test temperature, Tt, the

moisture-indiced capacitance difference may be written,

(7, £H) = Cw (7¢ Fo, #H)- Cu (T2, Fy, £4) (38)
and
Am (Ts, RH) = Cw (T3 R, #H)- Cw (Te, Ay, #H) (39)

From eqn. (24)

4 / Co O
2 2wl

s
ColTFew)s — i £ % (40)

where surface conductivity is given by4

o(r) = @ exp (-_‘_’_e_r)
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and the associated activation energy has been experimentally determined 2 to be 0.4 eV,

Then, D)) Tir]
dn (T2 €H) W
wme) | BT

&1

Am (Ti #4) ,/T-Tr??}'(f"i/’ /7—',{')
Anm (T, £4) /;Tr_)(/-’-}/-;_';)

(
o dm (T ) el wn) | SR

- e exp (-:/A'Te) %
Am (Te #4) | w exp (~V/er;)

L,
= Am (7, RH) exp 32/‘{‘ "7;")] (¥2)
Lo (XL14 3.
where 2% 20”“’”"'“/«*) = 232707 K
T 2t L 3)
hen  Am (7¢,£8) = Am (7, #H Jesp)2.32200% (5 - 7 )

This equation can be expressed in alternate form by considering the expressions in

eqns. (35) and (37).

where A (72, Riw) < Ot (Te, Fo, RHY) ~ Cov (T2, £y, bl)
and S = Cw (7 Fu, f//.v)
16~20
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then Ao (72, #HW) = Co (72, A, RHw) - §

Refering azain to eqn. (43), Cw (TZ, A, (//,V/ = ,{ grre/

A
/ore)
and f‘ (’n/(fc', A4, rf’//n/)'-' é <,

59, Cw(Te, 2, PHw) - ii‘a;(?ﬂ = AL

Fu

Cw(7e, A, RHw) = J/;?:"—

but where Fu = /OF

then Cw (7, A, f/-/n// 2/ &

and substituting back into eqn. (44) yields

Am(7: o) = 2/685-4 = 2765

Thus, frem this relation and eqn. (43),

dn (72 #H) = 2/6[&;0/2.32440’ ,—Ef- —r%)]

’ . . . .
We detine 4, as the failure criterion given by

.
- A .”7—:‘ LR )

.
Am T am

dn » 2768 ep /:9.311/0’/77’—- -,é/

16-21

(et

(36)

(138)




where J is the average { over the calibration samples.

9.3 THE TEST APPROXIMATION

Recalling from eqn. (34) that

(T rH) = Cw(7F PH)~ Cu (T, Fu, £4)
* Cr (T R) - Cr (7, Fy)

Then if the capacitance due to the circuit elements is generally frequency independent,
the capacitance difference may be written at the test temperature

A(7% oH) = Cw (Tt Fi, @H) - Cw (72 Fu, Pt )= Am
This approximation has been discussed by Merret'c2 and is used in the test procedure

discussed in the following sections.
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10. CAPACITANCE-RATIO TEST PRCCEDURES AND INITIAL RESUULTS

The apparatus and procedure far performing the capacitance-ratic test was imdle.
mented accoraing to the description by xierrettl'z. A black diagram summary cf tne
procedure is given in Figure 9. Initially, the relation between junciion vcliage anc
temperature for a forward biased pn junction on the die jis determined. This junct.on
is used in the test to monitor the die temperature. Two pins are then chosen for the
capacitance— ratio test using the selection criteria as described by Merrettz. The
response of the die to moisture is determined in the calibratior procadure. The change
in capacitance between the pins is measured as the relative humidity is varied from
< 5% RH to 75% RH. This change in capacitance is then used to calcuiate the moisture
induced capacitance at the test temperature (Tt). Several samples are used in the
calibration procedure and the average change in capacitance is used. The final step (n
the capacitance-ratio test involves cooiing the die down to the test ternperature while
maintaining the lid temperature at 215°C. The change in capacitance between the iwo
pins at the high and low frequencies 1S measured and compared with the praeviously
calculated value obtained from the calibration procedure. If fcr each sample,the change in
capacitance measured in the test is greater than that cetermined from the calibration
procedure, the CERDIP tested has an unacceptable moisture contert. In mak:ng this
comparison, the reader is referred to the comments of \\erretti’z concerning the
sensitivity and sources of errcr involved.

The capacitance-ratio test was performed on several linear and digital integrated
circuits. Temperature calioration was obtained using diodes within the circuits, vieiding a
change in the forward biased junction voltage with temperature of, typically two 10 three
mv/°C for 50 microamperes constant current. The calibration procedure was perfcrmed
at 830 Hz as the relative humidity was varied from <€ 5% RH 10 75% RH. As the reiative
humidity increased, the capacitance between the pins increased. Typical values of

£ ranged from 0.1 pF to 0.3 pF and some variation was cbserved from cie to die :n the
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magnitude of § . This variation has been previously discussed by Merrett.l' The

capacitance-ratio test was performed at 83 Hz and 830 Hz using a die temperature
of -5.5°C and a lid temperature of 15°C. Initial results indicate the test is
performing as expected with the experimental results to be compared with those of the
mass spectrometer. It is recommended that this initial work be continued and a
comprehensive data base on capacitance-ratio test results be established, with correlation
from the mass spectrometer.

An interesting phenomena was observed when certain CERDIP packages (unopened)
were exposed to the ambients used in the calibration procedure. In several cases, a
change in capacitance at 83 Hz was noted when the ambient was varied from < 5% RH to
75% RH. This change ranged from .l pF to 0.4 pF and the time constants were
approximately those observed in the die calibration procedure. This change in capaci-
tance is believed to be due to the preferential adsorption of moisture in cracks in the
sealing glass of the integrated circuit. Further study of this phenomena is recommended
to evaluate its potential as a crack detection technique.

Since the capacitance-ratio test measures the relative amount of moisture in a
package, the test offers potential as a leak detection technique. To test for package
leaks, the capacitance-ratio test could be used to measure the increase in the moisture
content of packages after they have been "bombed" in a humid environment. Leaky
packages should exhibit an increase in moisture content after "bombing", whereas
hermetically sealed packages should show no change. This use of the capacitance-ratio
test is recommended for further study.

In addition to the previously described uses of the capacitance-ratio test, the change
in capacitance at low frequencies between metallization strips offers a sensitive
technique for investigating the adsorption-desorption of water on SiOz. This technique

could be used to study the fundamental processes involved in the
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adsorption and desorption of moisture on insujating substrates and is recommended for

future work.

1. RECOMMENDATIONS
On the basis of analysis of {ast results and associated experimenia{ ciservations,

following recommendations are exrended with regard rto further testing of the

capaciiance-ratio test:

(1)  Establish a comprehensive data base on the behavior of different kinds of

integrated circuit packazes to the capacitance-ratio test.
(2) In this data base, establish a repeatable correlation of test results with those
obtained from the mass specirometer,
(3) Invesiigate the use of the capacitance-ratio test as a leak detectior technique.
{¢) Investigate the use of the capacitance-ratio test as a technique for locating
the presence of cracks in the sealing glass of integrated circuit packages.
(5) Investigate the adsorption of water on 510, using the change in capacitance

between metallization strips at low frequencies (from the capacitance-ratio

test).
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CAPACITANCE-RATIO TEST

Determine the relation between the die temperature
(Td) and the junction voltage (Vd) for a forward

biased diode on the die.

A
| Choose pins for the capacitance-ratio test. |

Calibration:

(1)
i (2
(3
(4)
| (5)
()
| @

Open CERDIP and insert in calibration chamber

Measure C(TC, FH, RHD) between selected pins

Introduce RHW ambient into calibration chamber and alicw to stabilize.
Measure C(TC, Frp RHW)

Calculate § = C(TC, FH' RHW) - C(Tc, FH’ RHD)

Repeat (1) through (5) for ten samples and calculate average 3 ()
Calculate the failure criterion capacitance (2" )

at the test temperature between FL and F

- H
A'm= 2.16 § exp(-2321 (l/Tt -UT

)

i
|
|
|
!

{

Test:
(1)

(2)
(3)

Insert CERDIP into test chamber and cool the die to the test temperature
(Tt)' The die temperature is monitored using the pn junction and the V d
vs Td curve previously obtained, The lid of the the CERDIP shouid be
kept at a minimum of 15°c using a heater.
Measure C(Tt, FLo RH) and C(Tt, Frp RH)
Calculate

3 o7 (Tt, Fi, RH) - C(Tt'FH’ RH)

Figure 9. Block diagram summary of the capacitance-ratio test.
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Terminology:

T = Calibration temperature (room temperature in °K)

Td = Die temperature

T, = Test temperature (267.5°K)

v 4 = ‘lunction voltage

F, = Low frequency (83 Hz)

F\; = High frequency (830 Hz)

RH = Relative humidity

RHy, = Relative humidity - wet (75% RH)

RHyy = Relative humidity - dry ( <5% RH)

C = Capacitance between two pins of integrated circuit

§= Change in capacitance at F, between RHy, and RHp,. § is average ¢.
4 = Moisture induced capacitance measured from test procedure.

A'ms Failure criterion capacitance determined from calibration procedure

Figure 9 continued.
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APPENDIX A, REVIEW OF NETWORKS OF DISTRIBUTED EL;".;V(E.\I‘TSs

Consider a network with distributed elements,

g — (.
;

Figure Al
The change in voltage across the series element Zdx is
av = - (zdx) T

av
or, a = &L (A-1)

Similarly, the decrease in current which flows through the shunt element Ydx is
AT = - (Vo) V

o
& = IV (A-2)

or,

From equations (Al) and (A2) a general wave equation for the transmission line

may be written: s Ar
ax dx) = -2 g
<
Hic? = ‘Z("/V)
av
wer = (2y)V (A-3)
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M" v —— " ol T ‘1{
|

Defining the PROPAGATION CONSTANT, y=/2y (A-9
o
such that, e = riv (A-5)

Solution of this differential equation is of the form
-rx re
v=Ae + Be (A-6)

where A and B are arbitrary constants which may be solved for from the boundary

conditions.
-t
From eqn. (Al), = Z /dx}
o
- = -
thus, r= (F)i(1e™ ™)

(F)lae ™ ye™
F(4e"-5e")
Z (he " ge*)
=/._;_;{. /46-”-56’1)

Defining the CHARACTERISTIC IMPEDANCE of the transmission line, Z

.
z
2=/ (A7)
thus,
Is= §:‘/4€ 7 _ge”™) (A-8)

Now, consider a transmission line terminated by a load Z[, as shown in Fig A-2.
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7 dx

Tt

| 1

2y — | K TIIE Z,

:

i

L

+

' p— ¢
x=-\ Figure A-2 x=0

The input impedance at any point on the transmission line is given by
-re re
Zitx) va)  _Ade _* B¢
. = -
¢ (x Itx) é‘_(4e ﬂ_gc/’l/

(e)e %+ 7
Zl) = B (Ap)e e %

- 7% Yx
ce "+ €
ZLC() = Z, ce-"~_ e~ (A-9)

Applying the boundary condition that at x = 0, the input impedance is merely Z,

the constant C can be solved for.

(-4
Zilo) = 2, = -7 2o

Zole-1) = Zolcrr)

Ze * Zo
¢ = B~ Zeo

Substituting this back into equation (A-9),

(.!‘.:.Zz) -z rw
z‘&), ZO ~ e C *f

:::z:) e-“- e

-z (Zrz)e % (a_z) e
(Ber2e)8 7% - (Z-2,) @ '*

The input impedance on the transmission line at some point x =-{is given by

b4 ~rd
Zl(‘//' Zo /chgcze + (39’5-12:

(2.02)e” - (2-2 )"




& gV

. 2 '”/'?o
F = > z.(e *(. ) e 2 (7 2- /

where F(€%s &) = aoshre
ws  f (- ") = sinhre
T hen,
¢ Zo Sinhtl
Zim Zo g, coshtl v 2 Sl K7 A-10
which is the general equation for the impadance on a transmission line.

16-36




(a)
(b)
{c)

(d)

APPENDIX B. REVIEW CF NETWORK ELEMENT DETERMINATION

Consider the following 2-port T-network,

4 14
1 2
| 1
L7
1 | 2
Figure BI

The following parameters can be obtained,

open circuit port 2: L = 2,¢2s

open circuit port l: Broe = Zy ¢ 23

short circuit port 2: Zise = 2 ¢ ZA//IJ
= & s~ ﬁ%

Short circuit port 1: Basc = Zarv & //2s

Substracting equation (B3) from (1),
21 2s

Lo ~ Zisc ™ Zs - Zir Zs

;Z"
ZMC - Zisse = st 23

2z = (Zoc - Z/:c)(i’zfz.«:)
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4 atmd—int et Bk s bn e A

where from equation (B2), Zt2 ®= Ziec

Then, Zre (Zuc - F1se) Zaoc

Z - /725« - Zise) Zaoc
from equation (B2), Zr = Drec -8

and from equation (B1) Z * Zec - &3
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THE MANUFACTURING CONTROL LANGUAGE FOR ROBOTIC WORK CELLS . 19

by
Mark A. Fugelso and Brian 0. Wood
ABSTRACT

Under contract F33615-78-C-5189 within the United States Air Force
ICAM program, the McDonnell Douglas Corporation has developed the
Manufacturing Control Language (MCL) for use with robotic work cells.
An extension of the numerical contro) language APT, MCL contains control
words for real time decision making and vision processing. These
facilities, along with several other features, make this language a
versatile off-line programming togl. This paper gives a basic overview
of MCL's capabilities. Suggestions for further research in this area

are offered.
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